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ABSTRACT

The global health crisis represents an unprecedented opportunity for the development of artificial 
intelligence (AI) solutions. This article aims to tackle part of the biases in artificial intelligence by 
implementing a human-centric AI to help decision-makers in organizations. It relies on the results 
of two design science research (DSR) projects: SCHOPPER and VRAILEXIA. These two design 
projects operationalize the human-centric AI approach with two complementary stages: 1) the first 
installs a human-in-loop informed design process, and 2) the second implements a usage architecture 
that aggregates AI and humans. The proposed framework offers many advantages such as permitting 
to integrate of human knowledge into the design and training of the AI, providing humans with an 
understandable explanation of their predictions, and driving the advent of augmented intelligence 
that can turn algorithms into a powerful counterweight to human decision-making errors and humans 
as a counterweight to AI biases.
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INTRodUCTIoN

Due to black swan events in the context of global health crises (Chen et al., 2021), organizations 
are increasingly integrating artificial intelligence (AI) into their operations (Dwivedi et al., 2021). 
During a crisis the most critical goal of most organizational decisions is to effectively utilize scarce 
resources and improve performance (Johnson et al., 2022). With its ability to process and analyze a 
large volume of data, quicker than a human brain can, AI helps determine possible consequences of 
actions and streamlines the decision-making process (Harfouche et al., 2022).

Many AI projects have been considered failures. For example, in 2016, the chatbot Tay was 
introduced by Microsoft with the promise of an “AI with zero chill,” but it quickly began to make 
racist and derogatory remarks in response to aggressive Twitter users. On March 18th, 2018, Elaine 
Herzberg paid with her life due to an AI failure (Smith, 2018). She was fatally struck by an automated 
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Uber test vehicle while pushing a bicycle across a four-lane road in Arizona. Many researchers have 
cautioned that some of these AI failures are related to the development of biased algorithms (see, 
e.g., Akter et al., 2022; Johnson et al., 2022; Martin, 2018; Mittelstadt et al., 2016; Ziewitz, 2015). 
Bias in AI can occur during data collection, AI design, training of the algorithm, and interpretation 
of outputs, as well as after deployment and use (Harfouche et al., 2023).

Artificial intelligence is mainly used in situations that require capturing vast amounts of data 
according to Akter et al. (2022), and it exhibits characteristics of human intelligence (Huang & Rust, 
2021) through learning from external data (Kaplan & Haenlein, 2019). Collins et al. (2021) consider 
that there is an urgent need to define AI to help policymakers better identify potential threats and 
opportunities and orient research toward the needed frameworks. They call for an increase in the 
number of rigorous AI academic studies, a better and more detailed definition of AI in information 
systems (IS) studies, and an installation of a general process of cumulative knowledge. In this paper, 
we adopt the definition from Rai et al. (2019) that considers AI as “the ability of a machine to 
perform cognitive functions that can be associated with human minds, such as perceiving, reasoning, 
learning, interacting with the environment, problem-solving, decision-making, and even demonstrating 
creativity” (p. iii). We will consider AI as several machine learning (ML) algorithms that build a 
model of rules or links learned from training data (Harfouche et al., 2019). Artificial intelligence can 
learn from data by automatically identifying hidden patterns and building decision-making models. 
Most data, however, are biased (Akter et al., 2022). Naturally, ML also reflects the bias inherent 
in the data itself. Machine learning models can replicate and sometimes exacerbate existing biases 
(Harfouche et al., 2023).

We examined the following research question: How can human-centric AI mitigate AI biases 
and contribute to the advent of augmented intelligence?

If the challenges of past decades were associated with social phenomena of knowledge transfer 
and knowledge creation, the main challenge today is related to human-computer interaction, and 
more specifically, how to combine the abilities and knowledge of human beings with various AI 
algorithms. A key sustainability challenge in artificial intelligence is the need for more collaborative, 
transdisciplinary, and robust scientific involvement in the design of AI architecture, training of AI 
agents, explanations about hypothesis validation, and continuous usage of AI.

We tackled various biases by designing human-centric applications based on a collaboration 
between humans and AI. Our architecture designs focus on intelligence augmentation which can 
be defined as computers enhancing human intelligence (Jain et al., 2018). Human-centered AI can 
be designed to continuously collaborate and learn from human input while providing explainable 
and interpretable predictions (Chen et al., 2021; Johnson et al., 2022; Johnson et al., 2021; Tutan et 
al., 2022). Explainability is a condition for a human-centric approach. According to Horvatić and 
Lipić (2021), human-centric AI allows humans to control and continuously improve AI applications’ 
performance, robustness, fairness, accountability, transparency, and explainability.

In this paper, we fill two gaps in current research—one academic and the other managerial. On 
the academic side, research shows the superiority of approaches mixing human knowledge with the 
use of AI tools, but there is little or no approach to operationalize this mix. On the managerial side, 
the use of AI in companies often stagnates at the level of proof of concept (POC) or proof of value 
(POV) (Potelle & Leblond, 2018) due to the lack of a method to integrate tools into the operational 
processes. To close these two gaps, we developed a new AI approach through the design science 
research (DSR) methodology (Hevner et al., 2004). It relies on the results of two design science 
research projects: 1) Schopper, conducted between 2017 and 2020; 2) and Vrailexia, designed in 
2019 and initiated in 2020.

The rest of the paper is organized as follows. The next section resumes address of four approaches 
to collaboration between humans and AI as described by Shrestha et al. (2019). A discussion on distinct 
AI biases related to the collection, data preprocessing and storing, AI design, and AI implementation 
and use is presented, followed by an introduction to a human-centric AI and discussion about how it 
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is related to augmented intelligence and how it can mitigate biases. Then resumes the methodology 
of the research and the related two action research projects: Schopper and Vrailexia. The research 
results are then presented before discussing the theoretical and managerial implications of the proposed 
approaches and providing a summary of conclusions.

AI USe IN CoLLABoRATIoN wITH HUMANS

There is an abundance of research on the operational collaboration between human and AI tools (Baird 
& Maruping, 2021; Rai et al., 2019). While several models and approaches have been proposed, the 
Shrestha et al. (2019) model is of a particular interest because it was designed in the specific context 
of decision-making.

They compared four kinds of collaboration between humans and AI in a decision-making process 
(see Table 1) which are 1) full human-to-AI delegation; 2) hybrid-decision: AI-to-human; 3) hybrid-
decision: human-to-AI; and 4) aggregated human–AI decision-making.

Full Human-to-AI delegation
In AI implementations involving full human-to-AI delegation of decision-making, according 
to Shrestha et al. (2019), AI makes decisions without human intervention but under full human 
responsibility. Using AI in this way is useful in scenarios where the interpretability of the decision-
making process is less important than the prediction’s replicability and speed. AI-based online fraud 
detection, AI-based traffic planning, real-time product recommender systems, and AI-based dynamic 
pricing are examples of such applications.

Hybrid decision-Making: AI to Human
With regard to implementations involving hybrid decision-making, humans and AI sequentially make 
decisions to benefit from the strengths of both while amplifying each other’s weaknesses (Shrestha 
et al., 2019).

In the AI-to-human collaboration, again according to Shrestha et al. (2019), AI evaluates the 
initial set of alternatives. It rejects redundant or inappropriate ones and passes on a subset of those 
suitable for a human decision-maker to select from, which allows them to effectively handle situations 
involving a large set of alternatives. This design finds its applications mainly in crowdsourcing 
contests, healthcare monitoring, hiring, and loan application assessment.

Table 1. Types of human collaboration with AI

Type of Collaboration Field Width Interpretability Speed Replicability Data

Full Human-to-AI 
Delegation

Narrow due to 
AI restriction Low Fast High High 

volume

Hybrid Decision 
Making: AI to Human Narrow High because humans 

make the final choice

Slow because 
of sequential 
human 
intervention

Low because 
of human 
intervention

High 
volume

Hybrid Decision 
Making: Human to AI Medium

Low because AI 
makes the final 
choice

Slow because 
of sequential 
human 
intervention

Low because 
of human 
intervention

Medium 
volume

Aggregated Human–AI 
Decisions Large Medium

Slow because 
of bottleneck 
humans

Medium May be 
low

Note: This table has been adapted from Shrestha et al. (2019).
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Hybrid decision-Making: Human to AI
In the second possible hybrid structure, the human decisions can be designed as inputs to algorithmic 
decision-making. In this case, human decision-makers select a small set of alternatives and then pass 
it to the AI for evaluation and selection of the best one. This design is effective when humans have 
high confidence in a small set of preferred alternatives, but the decision process requires an evaluation 
of a large amount of data. The final decision made by AI makes the process quicker. This design 
applies mainly to sports analytics and in health care monitoring of bodily functions (e.g., heart rate, 
temperature, blood pressure).

Aggregated Human and AI decisions
When implementing an aggregated human and AI decision process, different elements are allocated 
to humans and AI based on their respective strengths and weaknesses. Individual decisions are then 
combined into a collective decision using an aggregation rule such as majority voting or another rule 
of votes. This design reduces the interdependence between humans and AI allowing for a reduction 
in the risk of amplification of human errors (Shrestha et al., 2019).

Comparing the fourth category with the three previous ones shows that the aggregation of human 
and AI decisions offers medium interoperability, speed, and replicability while increasing the field 
width. The aggregated human and AI decisions would be of high interest if the interpretability and 
replicability and speed of their decisions is improved.

AI BIASeS

The benefits and implications of AI are tremendous. AI is a powerful tool that can be applied to many 
complex problems which have not yet been successfully addressed. But AI solutions are not neutral 
(Akter et al., 2022; Tsamados et al., 2021). There are hidden and unchecked biases in their design 
(Martin, 2018; Mittelstadt et al., 2016; Ziewitz, 2015). As shown in Figure 1, biases are incorporated 
into the full process of AI design: 1) data collection, preprocessing, and storing 2) AI design, and 3) 
AI implementation and use.

When the data collected is biased, AI recommendations and decisions can yield unintended and 
negative consequences (Crawford & Calo, 2016; Mittelstadt et al., 2016). Training data can cause 
bias in two ways. First, if the training dataset does not represent a random sample from the target 
population, it will produce either a sample inadequacy or a sample selection bias (Akter et al., 2022). 
Second, if the sample was selected from an incorrect target population, it can produce an out-group 
homogeneity bias (Akter et al., 2022). The bias can also be related to the data preprocessing and 
storing. Sometimes the bias is deeply embedded in real life and consequently in the data collected. 
If not corrected during the data preprocessing, these datasets can exacerbate issues of inconclusive 

Figure 1. Biases and AI design process
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data and biased predictions. A thorough evaluation of the available datasets and their processing to 
mitigate biases is a key step in AI design.

The AI design and the selection of the algorithm can also be bias embedded. For example, most 
ML algorithms identify correlations between variables in the underlying data but without being able 
to identify causal relations. As such, two biases are most likely to appear: the correlation fallacy bias 
that confuses correlation with causation (Akter et al., 2022) and the apophenia bias that sees patterns 
where none exist (Mittelstadt et al., 2016). These biases are different from human cognitive ones. 
Indeed, according to Haselton et al. (2005), cognitive biases are mainly rooted in errors in thought 
processing arising from problems with attention, memory, attribution, and other human cognitive 
mistakes. The correlation fallacy bias and the apophenia bias are amplified when massive quantities 
of training data are used by mistakenly offering connections that radiate in all directions (Boyd & 
Crawford, 2012) which leads to inconclusive evidence.

Once AI is implemented, the associated self-learning algorithms are characterized by their 
degree of transparency and accountability (Buhmann & Fieseler, 2021). If certain algorithms are 
directly interpretable (e.g., the random forest algorithm), they need to be explained by tools such 
as SHAP (SHapley Additive exPlanations) (Lundberg & Lee, 2017) or LIME (Local Interpretable 
Model-Agnostic Explanations).

Even though AI solutions render data sets valuable, the risk of ending up with biased AI is 
remarkably high. Hence, there is a consensus on the need to develop human-centric AI (Nahavandi, 
2019). Human-centered AI mixes technological feasibility with human perspective and knowledge in 
order to integrate human debiasing capabilities into the design. It supposes that in designing AI there 
is a need to converge algorithm capabilities with human knowledge to reduce biases while increasing 
interpretability and replicability and also include what is desirable for humans.

A HUMAN-CeNTRIC AI FoR AN AUGMeNTed INTeLLIGeNCe

While business research is adopting the AI revolution at full speed, the design of human-oriented 
applications for management decision-making is not without challenges. Indeed, the design of AI 
applications is a multidisciplinary effort, involving extensive collaborations among data scientists, 
information systems specialists, and experts and users from the specific domain for which the AI 
is designed (Harfouche et al. 2022). In order to bring AI to its most useful state, multidisciplinary 
scientists must come together to establish common standards and adapt design platforms and 
applications. Thus, in management, integrating knowledge coming from both the field of ML and AI 
design with knowledge about the managerial context is imperative to mitigate AI biases (Harfouche 
et al., 2023).

User participation in the design of information systems is not new (Hirschheim, 1985), but in 
its classical approach, it was reduced to the analysis of needs and tests (Issa & Isaias, 2022). In the 
human-centric AI approach, participation is requested at the expert and user levels all along the process 
(Johnson et al. 2022; Rožanec et al. 2022). Experts know the domain well, so they must intervene 
in all phases of the design and the implementation processes (Johnson et al. 2022). That makes this 
approach similar to agile methods, but those engage the experts of the domain and not the users.

Companies’ performance can be improved when AI and humans collaborate (Marnewick & 
Marnewick, 2020; Wilson & Daugherty, 2018). Figure 2 shows the two main interactions produced 
among the three main components of the AI design process: 1) Human alimenting and aggregating 
the AI with their knowledge and 2) AI amplifying and augmenting human knowledge. Following this 
motivation, the recently emerging trend in AI design is based on the exploration of human-in-the-
loop (Grønsund & Aanestad, 2020; Luo et al., 2022) approaches and the development of contextual 
explanatory AI applications. The human-in-the-loop informed AI approach involves human knowledge 
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in all steps of the AI design, from data collection and data cleaning to algorithm selection, training, 
testing, and AI implementation and interpretation. It is similar to informed AI (Johnson et al., 2022; 
Karpatne et al., 2017; Von Rueden et al., 2023) but adds the deployment and the ongoing use of the 
informed approach. While data-driven AI purely uses data to detect patterns, informed AI considers 
additional knowledge and builds a second source of information (Johnson et al., 2022; Von Rueden 
et al., 2023).

As shown in Figure 2, humans can enhance AI models by incorporating levels of abstractions 
into the analysis process, while AI can augment human decision-making capabilities by analyzing 
possible consequences of each action and explaining the reasons behind such possible consequences. 
According to Wilson and Daugherty (2018), the human role starts with the design and training of the 
AI, and it then continues during the explanation and implementation. It proceeds in a loop to sustain 
the trustworthy implementation and use of the AI.

Based on the Harfouche et al. (2017) framework, the human-centric approach is composed of 
six stages as shown in Figure 3. The process starts with human knowledge extraction and finishes 
with deployment and continuous usage.

extract Corpus of Knowledge
In the first stage, tacit knowledge (Karpatne et al., 2017) from human experts is collected and integrated 
with explicit (i.e., scientific) knowledge as well as with raw data (Curtarolo et al., 2013; Faghmous et 
al., 2014) to help design and implement informed AI models effectively. Based on experts’ knowledge 
from different domains and ontologies, potential features that can explain the target variable are 
identified and datasets are explored. Additionally, data ingestion merges data from different sources 

Figure 2. The human-centric AI approach

Figure 3. Six stages of human-centric AI
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and creates indices and metadata (Karpatne et al,. 2017). With the help of data scientists, the process is 
focused also on discovering unjust biases that exist in the training data (Martin, 2018). Data sampling 
is employed to avoid the side effects of data imbalance (Batista & Monard, 2003), while data balancing 
is used by resampling and transforming the training set (Pecorelli et al., 2020).

Curate Content
This stage refers to simplifying, preprocessing, and transforming raw data using expert knowledge 
(Harfouche et al., 2017). Through data cleansing, outliers, irrelevant variables, and observations that 
do not contribute to the overall model performance are removed (Diligenti et al., 2017; Yu et al., 
2018). Data cleansing reduces the dimensionalities of data and helps AI algorithms converge faster 
(Hinton & Salakhutdinov, 2006). Training instances are then assigned a salient attribute and labeled 
to create the target variable by extensively using tacit human knowledge (Johnson et al., 2022).

design the AI Architecture
Determining the right AI architecture requires domain experts to deliberate on the business problem. 
First, feature engineering techniques are applied to extract new variables that help enhance the 
performance of AI models (Domingos, 2012). Then, using feature selection algorithms, a small 
subset of features is automatically chosen to improve model performance and reduce training time 
(Harfouche et al., 2017). Because employing an ensemble of different AI algorithms can generate 
parsimonious models (Rokach, 2010), domain experts identify multiple AI algorithms based on 
the problem type. Afterward, a hyperparameter search space for each algorithm is determined by 
domain experts. Hyperparameter optimization that uses the grid search technique is then performed 
to determine the best hyperparameters for each model. The final AI model maps the original features 
into accurate predictions of the target variable (Camacho et al., 2018).

Data scientists provide the expertise necessary to incorporate ML and design AI architectures 
that can solve specific scientific problematics. Their implication goes beyond simply selecting the 
right algorithm adapted to the specific research question. Human knowledge must be incorporated 
into the design of the AI to ensure that the historical reference points are appropriate and fair.

Train and Test
This stage includes debugging and adjusting AI models to address overfitting and underfitting issues 
and selecting appropriate performance metrics (Yu et al., 2018). Overfitting happens when the 
trained AI model succeeds in predicting the training data with high accuracy while failing to make 
predictions on the test data. Underfitting occurs when the AI model does not accurately predict the 
training data. Overfitting is addressed by increasing the size of the training data or decreasing the 
model complexity. Underfitting is resolved by making the AI model more complex. In this stage, 
an appropriate performance metric among different key measures (e.g., accuracy, recall, AUC) is 
selected by human experts for accurate and reliable interpretation of results. Finally, AI models are 
debugged to improve and refine the results.

Predict and Interpret
During the predict and interpret stage, the best AI model generated in the previous step is used to 
make predictions for new datasets (Camacho et al., 2018). The AI model’s properties are summarized, 
cause-and-effect relationships are explained, and managerial insights are extracted. Employing domain 
knowledge and expertise in this stage is vital to explain and interpret the models accurately, validate 
the results, and test specific relationships among variables (Hevner et al., 2004).

deploy an ongoing Augmented Intelligence
The collaboration between AI and humans is perpetuated sustainably in order to amplify new 
knowledge during this stage. The human-AI aggregation facilitates in the discovery of new ways to 
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make AI more efficient and less biased (Tsamados et al., 2021). The ongoing deployment of augmented 
intelligence can turn algorithms into powerful counterweights to human decision-making errors and 
human counterweights to AI biases.

MeTHodoLoGy

design Science Research (dSR)
To achieve our research objectives, we have adopted a design science research (DSR) methodology. 
The reason behind this choice is due to the fact that existing IS research has been increasingly using it 
as a framework for designing and implementing AI-based artifacts (Adam et al., 2021). The advantage 
of such methodology is that it offers the ability to develop an AI artifact that can solve business 
and societal challenges while also contributing to knowledge creation (Hevner et al., 2004). This is 
in line with our research objective, which is to design new AI applications to address managerial 
challenges while reducing the biases that can be produced during such processes. Therefore, based on 
the DSR paradigm, we present in this paper two innovative AI artifacts. The first one was developed 
for Schopper and the second one was proposed for Vrailexia. Table 2 details the seven requirements 
of DSR applied to both projects.

The two projects are presented in the following subsections. Even though the focus of this article 
is on the design of two AI artifacts, the global context is essential to understand the similarities and 
specificities of these two projects.

Project Schopper
The Schopper project aimed to produce a simulator that would be able to construct and evaluate 
the behavior of prehistoric man in a reconstructed immersive environment (Appendix A). It was 

Table 2. The seven requirements of DSR research

Requirement Details

Design as an Artifact Two different designs were conceived based on a common framework (the six stages of 
human-centric AI that was adapted from Harfouche et al. [2017]).

Problem Relevance
Schopper and Vrailexia aim to tackle real complex social problems. These problems 
cannot be tackled with simple designs. Both projects required to rely not only on data 
but also on the domain experts’ knowledge.

Design Evaluation
The design process included feedback steps based on assessing the AI application 
by potential users. Frequent meetings were organized to evaluate potential results. 
Improvements were proposed.

Research Contribution
The human-centric approach offered innovation possibilities, especially in tackling AI 
biases. New methods were introduced to enrich missing and small quantities of data. 
Other methods were proposed to tackle multidisciplinary collaboration issues.

Research Rigor

Two authors of this paper were implicated in the design of both projects. It was possible 
for the mission to keep a distance and to adopt a wider neutral view related to the 
implementation steps. Many seminars and meetings were organized to discuss and 
evaluate the reliability of the process and the results obtained.

Design and Research Process Both projects were implemented in a process that includes six stages. Many tests were 
realized, and a transfer of knowledge occurred between the different tests.

Communication of Research

Both projects were designed in the context of government funding. The funding 
applications were positively evaluated by reviewers and both projects were awarded. 
Each project offers valuable technical and managerial implications for the IS 
community.
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originally designed for a specific archeological site: The Caune de l’Arago. But its use to extends 
other locations. The project initiator, the CERP (Centre Européen de Recherche Préhistorique) is 
a prehistoric archeology research center. The CERP collaborates with two firms (one specialized 
in virtual reality and another one in artificial intelligence) and a research center specialized in 
management and Information Systems (CEROS). Two of the authors of this paper are members of 
the CEROS research center.

The Caune de l’Arago is in South of France, located between the Pyrenees Mountains and the 
Mediterranean Sea. It is a major cave site from the Lower Paleolithic. Since 1967, archeological 
objects (e.g., animal bones, lithic remains or industries, stone, etc.) extracted from the site have 
been numbered, drawn to scale, and entered in an excavation book with an identity and its spatial 
coordinates. They are then recorded at a laboratory in an SQL database called “Paleontological and 
Prehistoric Material” that was developed in the 1980s. This database contains more than 500,000 
archeological objects. Archeologists have maintained this database since its creation with technologies 
that have evolved over time. These queries were mainly related to the extraction of quantitative data 
and the study of spatial repartition.

Schopper aimed to develop three different artifacts: 1) a representation of the database in virtual 
reality (VR) where researchers can interact with objects using a VR headset (Quinio et al., 2020); 
2) an AI simulator for predicting factors based on the analysis of the database at a specific time 
(Grégoire et al., 2021); and 3) a representation of the valley outside the cave in VR at the desired 
time in connection with the AI simulator (Harfouche et al., 2023).

Twelve archaeologists engaged in this project, one of them playing a key role assigned as a 
full-time researcher. The potential final users of the application were researchers and students of 
archeology. The data scientist who implemented the design was an employee of an AI firm, a partner 
of the project. Two authors of this paper conducted the design and follow-up of the project.

Project Vrailexia
Vrailexia is a project that aims to develop an AI and VR application that can increase the inclusion of 
dyslexic students and improve their chances of success during their academic career and integration 
into the labor market (Appendix B). Dyslexia is a learning disorder of written language that is linked 
to other learning disorders that are grouped under the umbrella of DYS. Data on dyslexic students 
in higher education are minimal. It is known that in secondary education, the percentage of students 
suffering from dyslexia is between 3% and 5%, while some studies announce nearly 8% of the 
global population is affected. Dyslexic students face many difficulties during their university careers 
resulting in a higher drop-out rates than other students. Today, most of the support for dyslexics is 
mainly concentrated around primary and secondary school, while few comprehensive approaches 
are offered for higher education.

The three-year project began in December of 2020. It is composed of 10 partners (European 
higher education institutions) from six different countries. Vrailexia aims to create three categories of 
tools: 1) a VR application that aims to test and assess students’ difficulties and propose roadmaps and 
scenarios that allow teachers to better understand the problems of dyslexic students while immersing 
themselves in reconstructed environments and situations; 2) a support platform for students with 
dyslexia based on adaptive learning from AI— digital solution based on AI designed to propose the 
most appropriate strategy and tools for dyslexic students based on their own difficulties; and 3) a 
platform to share resources between all partners to support dyslexic students in their studies and job 
searches and to raise awareness of nonvisible disorders among all the actors of the educational system.

The training data was based on a survey administered in three countries (France, Italy, and 
Spain) and a psychometric test and other data collected through the VR application. The survey 
consisted of four parts: 1) a categorization of the dyslexic respondents (i.e., age, family, studies), 
2) the difficulties they encounter selected from a list, 3) the tools they use to overcome their 
difficulty, and 4) the strategies they implement. The spell checker is an example of a tool, while 
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a particular notetaking method and the use of diagrams are examples of strategies adopted by 
dyslexic students.

The training data was complemented and improved by extracting the reasoning taxonomy of 
experts in dyslexia collected by qualitative interviews. These experts include psychologists, researchers, 
speech therapists, and heads of dyslexia-related associations.

The data scientists implicated in the project are from Italian and French universities. The final 
users are dyslexic students from different countries, some who were involved with beta testing.

distance Between the Researchers and the object of Study
The Schopper project has been completed. Two authors of this paper were implicated in this project 
from its submission to its completion. They participated in all the preparatory and development 
meetings in the role of specialists in data integration and technology use. Vrailexia is still in 
progress. All three authors are part of the project team, and one has actively participated in the 
design of the artifact.

The two projects share many similarities and also have differences. They are equivalent 
in duration, use the same technologies, and share the same research approach that combines 
artificial intelligence with virtual reality. They share the objective of developing and deploying 
an AI and a VR application. Numerous actors with different skills and cultures took part in 
the processes of both projects and provided their experience and expertise. Related to the 
differences between these two projects, Schopper is a French ANR project, while Vrailexia is 
an Erasmus+ European project with 10 partners. Schopper’s end users are archeologists, while 
Vrailexia’s end users are university students with dyslexia. Therefore, the comparison between 
the two projects is interesting because it considers their similarities and differences. Both 
projects are related to the decision-making process, which makes the theoretical framework 
of Shrestha et al. (2019) suitable as an instrumental theory.

ReSeARCH ReSULTS

In this section we present the key phases of the two designs underlying how, in each project, the 
biases we consider can be reduced or solved by the introduction of a strict collaboration between the 
experts of the domains and the AI systems.

Schopper Results
Since project Schopper is finished, all the stages of the design were completed and their contributions 
and roles in solving the AI biases were superbly detailed. Figure 4 illustrates Schopper’s design. The 
major stages of the design were done by what we termed an “expert duo.” This duo was composed 
of the main data scientist and the archeologist who worked on the project full time.

Figure 4. Schopper’s design
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Extract and Collect
At the beginning of the project we assumed the presence of metadata related to an integrated database, 
but when the experts proposed their different scenarios, we discovered that this was not the case. 
Therefore, the first stage was to perform a knowledge extraction, or mind mapping, and integration to 
improve our understanding of the data and its context. The research team assisted the archeological 
experts to design conceptual maps (i.e., multidisciplinary scenarios) with four levels of abstractions: 
data, facets, constructs, and meta constructs. The first stage focused on the development of a set of 
scenarios in strict collaboration with the experts.

Regarding the biases related to data collection, the volume of training data was relatively small 
because it was related to only one part of the excavation efforts. Moreover, there were missing 
values—some of the target objects were not found or referenced. The techniques to complete missing 
values (i.e., the minimum number of fragments to be considered instead of presence versus absence 
of remains) were developed with the help of expert archeologists.

Curate the Corpus
The main objective was to clean the datasets and explore them by applying distinct classical statistical 
approaches such as correlations, PCA, T-SNE. At the end of this stage, the available data for training 
and testing were composed of data extracted from the central shared database (Caune de l’Arago) 
enriched by the many personal databases from the researchers.

For the biases in preprocessing data, the use of statistical approaches allowed the detection of 
unbalanced classes, points of data with few observations, skewed distributions, and missing values. 
These problems were fixed with the help of experts in collaboration with the data scientist. Two 
methods were used to enrich the data: the endogenous (expert labeling) and exogenous (learning 
from repositories). Indeed, human knowledge was integrated either by the selection of external data 
or by coding expert opinions.

Design
In the design stage, new designs were used to enrich the data and to choose the suitable algorithms 
of reference. This was in line with our global approach that included a strict collaboration between 
the experts and the data scientists.

Datasets were rich in apophenia biases. Matching the correct terminology and identifying when 
a term was incorrectly used in a certain context was a key point in our analysis. At the same time, 
the collaboration between experts also helped identify potential false correlations that could have 
emerged from a simple data-driven analysis.

Train and Test
We used a classic 20/80 split of training data and test data. A close collaboration between the main 
data scientist and the full-time expert was put in place for the choice of data and algorithms. Several 
return trips to the previous stages were needed, all decided by the expert duo.

Predict and Interpret
We encountered two different scenarios: 1) when the algorithms were directly interpretable; for 
example, when the decision model was a tree-based algorithm, the discussion of results was done 
directly with the experts and 2) when the model was not interpretable, in this case, we use explicability 
algorithms like SHAP (SHapley Additive exPlanations) to be able to discuss the results with the 
experts. This stage of the project confirmed the importance of a continuous and effective collaboration 
between the AI and the experts and users to mitigate the biases linked to transparency and explanation 
of the results of AI.
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Deploy an Ongoing Augmented Intelligence
This stage began at the end of the Schopper project and did not achieve all of its expected results. The 
tools developed worked well with the duo of experts but once the project was finished the context 
became more complicated. The continuous usage by the archaeologists remained extremely targeted 
and did not benefit from the total integration of the tools.

Following the Shrestha et al. (2019) framework, we identified the following AI use for Schopper 
with the commented achievements and the discovered opportunities. Table 3 shows that a human-to-AI 
sequential decision can be an intermediate stage before reaching an aggregated human–AI decision 
leading to augmented intelligence.

The produced artifact in Schopper’s can be considered as a decision support tool for researchers 
of archeology. During the development of the project the expert duo collaborated to mitigate biases 
related to the key stages of the design. This strict and effective collaboration was not foreseen at 
the beginning. This close team was central in the design of the collaboration between AI and future 
users. This solved multiple biases related to data collection, data processing, and led to continuous 
improvements of the results. For example, we can underline the initial difficulties that the data scientist 
faced to identify the right datasets that could be effectively integrated into each scenario. Any wrong 
usage of data could have fully corrupted the analysis.

Vrailexia Results
The Vrailexia project is still under development. This part presents the design and the first results 
that were achieved during the first three stages (the last stages [train and test, predict and interpret, 
and deploy an ongoing augmented intelligence] are not detailed in this paper). The preliminary 
results analyzed in this part show how the guidelines and the experience acquired with Schopper 
can be reused and applied in a new context. The more promising results come from all the tasks that 
expect a continuous exchange and collaboration among the users, experts, and AI. Figure 5 depicts 
the design of Vrailexia.

Table 3. Types of collaboration between AI and humans in Schopper

Variables Schopper

Full Human-to-AI 
Delegation 
Not Seen in Schopper

The initial requirement formulated by the archeologists at the beginning of the project 
was: A full delegation. They requested an AI tool that can predict missions similar to: 
“Show me the behavior of prehistoric men in a hunting scene.” This would have required 
a pure connectionist logic which was not possible in this case: “We did not have enough 
good quality data and no truthful labels for true positive outputs. Since we do not know 
what was true, the AI couldn’t effectively learn directly from data.”

Hybrid 1: AI-to-Human 
Sequential Decision 
Seen but With Group 
Discussion

The use of SHAP offered explicability for archeologists: “We have had cases of human 
sequential decision. AI predictions explained by SHAP required group discussions to 
enrich user visions. This was done without a data scientist.”

Hybrid2: Human-to-AI 
Sequential Decision 
Seen but With the Help of 
Data Scientist

This case is what was called endogenous: “we ask an expert to give his prediction on a 
series of data and then we explain it by the AI. But it cannot be used without the data 
scientist. The AI tool is not autonomous.”

Aggregated Human–AI 
Decision—Augmented 
Artificial Intelligence

A similar and intuitive example at this level is the treatment of complex questions related 
to mobility scenarios. 
This is possible if an integrated platform is developed in future projects. Such a platform 
requires a more elaborate design and a fully integrated application. Data scientists and 
experts must follow and collaborate on each phase because it must necessarily include 
successive iterative improvements.
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Extract and Collect
Vrailexia uses data collected from surveys conducted in Spain, France, and Italy. The questionnaire 
was developed by experts and assessed by dyslexic students in Italy. We did not perform expert 
knowledge modeling at this stage because the questionnaire was already developed. We realized that 
we had a lot of data but of poor quality—most of collected data was declarative. We had planned to 
use medical reports which turned out to be imperfect, and therefore, we could not add factual data. 
We do not yet have the data from the VR tests because the tests are yet to be completed. The corpus, 
however, is large and offers opportunities for many statistical and quality analyses that can be reused 
in the next stages of the project.

In this context, we can identify the classic data biases. Participants who replied to the 
questionnaires did not form a fully representative sample. Even from a rough analysis, it was clear 
that some questions were misunderstood by dyslexics. The work done with the experts allowed us 
to certify and correct some of these biases. For example, there are more females than males in the 
collected data, while in real life, there are more dyslexic males than females. This bias was discovered 
thanks to the contribution of an expert. Therefore, experts’ contributions were used to filter out the 
data collected through questionnaire.

Curating
We conducted the first modeling of expert knowledge through more than a dozen interviews and 
performed advanced statistical analyses on the questionnaire data. On this basis, we have started to 
clean the data and most likely return to the data collection phase. The comparison of data among 
countries is complicated because of language differences; for example, Italian is a transparent 
language, whereas French is an opaque language which changes a lot for dyslexics. The contribution 
of the experts allowed us to better consider the comorbidities (i.e., links between the different forms 
of dyslexia) which have strong impacts on learners. These two aspects (language and comorbidities) 
led to biases in the data that we were able to mitigate based on expert opinion.

Figure 5. Vrailexia’s design
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Design: In Progress
We have extracted the first model from the data collected by survey using PLS and we are beginning 
to cross this model with the reasoning taxonomy of the experts, collected by interviews. The use of 
VR to enrich the data is not yet finalized which prevents us from finishing the design. Therefore, the 
choice of algorithms is not yet completed, nor is the sequence of treatments.

Train and Test, Predict, and Interpret, and Deploy an Ongoing Augmented Intelligence
These stages are not yet active. Based on Shrestha et al. (2019), Table 4 shows the different potential 
usages of Vrailexia.

The final result of the project will be a tool to help dyslexic students, it must be autonomous 
and perform well in hugely different cases. We have sufficient data but they are not of good quality 
because they are only declarative. We are looking forward to the link with the VR part to get accurate 
data on individuals. We will need to clean the data and refine the overall models.

dISCUSSIoN ANd IMPLICATIoNS

This paper contributes to the Information Systems Theory by opening the black box of designing an 
aggregation of AI, VR, and humans in organizations and analyzing how it can be done practically. 
It operationalizes the human-centric AI framework in two design science research (DSR) projects. 
This research contributes to the existing literature by translating the human-centric AI into a practical 
process with two complementary parts: 1) a human-in-loop informed design (stages 1 to 5) and 2) an 
augmented intelligence (stage 6). The two-layer framework emphasizes the importance of integrating 
human knowledge into AI to mitigate algorithm biases. Table 5 summarizes the different types of 
knowledge integrated and how they contribute to the biases mitigating in the two projects, Schopper 
and Vrailexia.

Several lessons can be learned from Schopper while taking into consideration the three ways of 
working with AI tools:

1.  To have substitute AI, the design must be self-sufficient (i.e., there must be enough good quality 
and tagged data and well-established and stable knowledge rules that allow us to build an 
autonomous AI artifact that can undertake a process of continuous learning). That was not the 
case with Schopper.

Table 4. Types of potential collaborations between AI and humans in Vrailexia

Variables Vrailexia

Full Human-to-AI 
Delegation

We do not think this will be possible or desirable. Each dyslexic student’s case is 
different, and experts are predicting great difficulties in creating categories of dyslexic 
students. There will be no or very few tools or strategies that work for everyone in every 
case. It is difficult to have “truth tags” as it was with Schopper.

Hybrid 1: AI-to-Human 
Sequential Decision

The AI proposes tools, and the student confirms if it suits them. This iteration seems 
particularly important given the customization of the tools to be proposed.

Hybrid 2: Human-to-AI 
Sequential Decision

The students perform various tests. Thanks to the results, we can identify with the AI and 
the VR categories of difficulties that are encountered. In the second step we can associate 
the difficulties with tools and strategies to overcome them. Finally, the AI analyzes the 
results and proposes a new cycle of use.

Aggregated Human–AI 
Decision—Augmented 
Artificial Intelligence

Be-special, the educational module of Vrailexia, will recommend tools and strategies 
to the dyslexic student, who will use them, and we will have built-in feedback on their 
effectiveness. This is the real objective of the project.
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2.  The ongoing collaboration between AI and the end user seems to be an opportunity for continuous 
checking and improvements. This approach worked well in Schopper and can be classified as an 
intermediate step between brute substitution and augmentation. The presence of a data scientist 
is also necessary in various phases.

3.  Full collaboration between AI and humans requires integrated tools and a collaborative approach 
to design such tools. If we separate the expert and the algorithms in the design phase, we cannot 
bring the users and the algorithms closer together in the final phases.

As Vrailexia was designed based on the experience gained in Schopper, only two lessons can 
be added:

1.  The expert duo was not able to be created as in Schopper. This can be related to the fact that, with 
Vrailexia, the different partners implicated in the projects are from different countries, which 
makes such a duo more difficult than within Schopper.

2.  We have not yet succeeded in overcoming all the challenges related to the execution of the 
Vrailexia design. The final global link between AI tools, VR, and end users is not complete. But 
it is becoming clear that such a design can improve the collaboration between dyslexic students, 
experts, and AI. This collaboration strongly contributes to solving the apophenia and correlation 
biases that were already identified in the first phases of the Vrailexia project.

Shopper and Vrailexia show different potential types of delegation and collaborations between AI 
and humans. The whole delegation requires a fully automated decision without a human implication 
in its architecture so that everything relates only to data and rules. Such fully automated AI can be 
designed to solve simple problems. The intermediate level is the succession of AI and humans. It 

Table 5. Stages and steps of human-centric AI to counter AI biases

Human Centric AI Bias Schopper Bias Vrailexia
Example of Human 

Knowledge to Mitigate 
Biases

Extract and Collect No real integrated database 
No available metadata

Sample inadequacy 
Sample selection bias 
Out-group homogeneity 
bias

Resampling (Oversampling 
and Under sampling) 
Design of conceptual maps 
Statistical approaches to 
detect unbalanced classes, 
and points of data with few 
observations

Curate the Corpus A small volume of data 
Missing Data

Some questions were 
misunderstood by dyslexics

New techniques were 
developed by experts

Design AI Correlation fallacy 
Apophenia bias n.a.

collaboration between 
experts identified false 
correlations

Train and Test Overfitting 
Underfitting n.a.

Expert duo 
K-Fold Cross-Validation 
and the Confusion matrix

Predict and Interpret

AI algorithms are not 
transparent, poorly 
explainable, and not 
accountable

n.a. SHAP used by the duo

Deploy Ongoing AI n.a. n.a. n.a.
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requires a first level of collaboration in the design at an intermediate stage. Augmented AI requires 
a collaborative design to prepare the integration of tools and the collaborative use of the application. 
The major difference between Schopper and Vrailexia is that in the first, the experts are at the same 
time the end users, while in the second, they are distinct.

Although these two projects have different purposes (i.e., Schopper facilitates the identification 
of different options and Vrailexia recommends different strategies and tools), it seems there is no 
change in the treatment of biases. The problems associated with data collection are relatively similar 
in both cases. With Schopper, however, the biases related to the design and usage could be countered 
and reduced by a close collaboration between experts and data scientists. This collaboration was 
possible because experts were at the same time the end users. With Vrailexia, since the experts (i.e., 
psychologists, researchers, speech therapists, heads of associations) were not end users, collaboration 
with the data scientists was more difficult.

In past IS research, IT usage has been considered as the use of an inactive artifact by a human 
actor aiming to reach his objectives. The use has been analyzed by simple models. Our results show 
that this simplistic view does not fit for advanced artifacts such as AI. New approaches are more 
suitable. For example, Baird and Maruping (2021) propose the use of an IT artifact as an agency 
relationship issue (Eisenhardt, 1989) between a principal (the user) and an agent (agentic IS artifact). 
The principal asks to perform a task that requires a delegation of decisions. The agentic IS artifact 
refers to rational software-based agents that perceive and act, such as taking on specific rights for 
task execution and responsibilities for preferred outcomes (Russell, 2019). This model of the agency 
relationship allows one to consider the context and the aspirations of the user, and the characteristics 
of the agentic are artifact and so precise (to explicit) regarding the relation between user and AI. This 
approach to the relationship between AI and users gains much of its meaning in our two projects.

CoNCLUSIoN

This research links AI design with AI usage. It fills a gap that was not addressed before. In reference to 
classical IS theories, we have witnessed a switch from the traditional way of designing AI applications 
to more collaborative and agile designs. The human-centric AI approach implicates the users in the 
design and in all stages through implementation and use. We have opened the black box of AI design 
to explain how organizations can aggregate AI and humans to reach an augmented intelligence.

Our research has several limitations. First, the field consists of only two projects, one of which is 
still ongoing. The framework can be applied to other cases or projects and a quantitative study can be 
considered to broaden the scope of the results. Second, we have studied two projects related to decision-
making in two different scientific categories (archeology and dyslexia). In both cases, the scientific 
knowledge associated with the decision-making situation was already well structured. Further research 
can also explore projects with less structured knowledge to check if the framework is relevant. Third, 
both cases used do not implicate a time constraint. In cases of high urgency, the consideration of human 
expertise may be too slow. Future research can help to better analyze wider contexts.
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APPeNdIX A

Schopper
Test and Dataset
Six main tests were performed, each following this cycle:

• Choice of the question or scenario by the archaeologists to be treated.
• Constitution of the dataset.
• Collaborative work between the data scientist and the archaeologist in charge of the tests (this 

could take several weeks with different exchanges and backtracking on the question or the dataset).
• Internal validation by the data scientist and the archaeologist in charge of the tests.
• Formalization of the Jupiter document.
• Presentation of the results to the archaeologists’ team.

Two authors of this paper collected all the datasets and Jupiter documents. They attended, or 
listened to, all major meetings discussing the test results.

Meeting and Emails
Since the beginning of the Schopper project in January of 2018 until its conclusion in November of 
2020, one of the authors of this paper has participated in all meetings. The meetings covered distinct 
and were different in nature: a steering committee, work on the AI phase, work on the VR phase, 
seminar on the project, meeting of tests discussion, etc. Each meeting was reported in detail and 
the most pivotal were recorded. The documents analysis included about fifty minutes of meeting 
collaboration, all validated by the project partners. The analysis also included around 2,000 emails 
exchanged during the project. The six-page word table produced a full timeline of the project since its 
inception. A chronological presentation can be found at http://Schopper-anr.org/shopper-wp/29158-2/

http://Schopper-anr.org/shopper-wp/29158-2/
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APPeNdIX B
Vrailexia
Data Collection by Survey
Data collection by questionnaire was conducted in France, Spain, and Italy. For this article, we used 
only the French and Spanish data. Table 6 shows the number of questionnaires received and used. The 
strict application of the RGPD in France obliged us to open the survey to dyslexic and non-dyslexic 
students, which is not the case for the Spanish answers.

Links to the Questionnaires

https://vrailexia.eu/survey/
https://enquetes.parisnanterre.fr/index.php/389311?lang=fr

Administration of Questionnaire With Authorization
https://enquetes.parisnanterre.fr/index.php/surveyAdministration/view/surveyid/389311

continued on following page

Table 6. Vrailexia survey

Country Non-DYS Answer DYS Answer Total

France 1693 301 1994

Spain 0 82 82

Table 7. Question data

Difficulties

Difficulties in reading 
Difficulty understanding text 
Difficulty understanding difficult or unusual words 
Difficulty understanding lessons 
Difficulty concentrating during individual study 
Difficulty paying attention during face-to-face classes 
Difficulty paying attention during online courses 
Difficulty remembering concepts just studied 
Difficulty remembering during review of concepts studied 
Difficulty organizing time and studying 
Difficulty taking notes 
Difficulty due to limited time to prepare a task/question/exam 
Have you encountered any other difficulties not listed above? If so, please indicate which one(s).

https://vrailexia.eu/survey/
https://enquetes.parisnanterre.fr/index.php/389311?lang=fr
https://enquetes.parisnanterre.fr/index.php/surveyAdministration/view/surveyid/389311
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Data Collection by Interviews
Two different researchers conducted ten interviews with dyslexia experts (psychologists, neurologists, 
speech therapists, and teachers). They were semi-structured interviews that were fully transcribed by 
the interviewer. Sixty pages of verbatim transcripts were analyzed using Nvivo.

The Guideline for Interviews

Researcher (R0): Short presentation of the Vrailexia project, authorization to record and presentation 
of the expert and his or her link with Dyslexia.

Tools for Study

Audio book with human voice 
Audio book with robotic voice 
Words written in different colors 
Use of EasyReading font 
Use of a pen or smart tablet to take notes and record your voice 
Clearer presentation of study material 
Having key words in the text already marked 
Having concept maps already prepared 
Having diagrams ready to go 
Having summaries ready to go 
E-books (digital books) 
Digital tutor (like Siri) to ask for unclear concepts 
Images to help understand and remember difficult single words 
Images to help memorize and retain a concept 
Audio recording of lessons 
Video lessons 
Have the ability to integrate study materials with internet searches

Study Assistance Strategy

Having someone read for you 
Self-made concept maps 
Self-made diagrams 
Self-made summaries 
Repeat the content you have studied 
Highlighting key words 
Underline the texts with different colors 
Be part of a study group 
Have a tutor 
Create a dyslexic student association to exchange information and resources 
Attend face-to-face lessons 
Have online lessons 
Take breaks during lessons 
Have slides of lessons available 
Recording lessons 
Take notes 
Have the course syllabus available in advance 
Having the ability to divide an exam, homework, oral quizzes into parts 
Having fully written exams or tests 
Have fully oral exams or tests 
Take exams, assignments, and oral quizzes with only the teacher present 
Have an online database with notes, diagrams, summaries, etc. made by other students 
Do you know of any other support tools or strategies that are not on the previous two lists that you think would be 
helpful? If so, please indicate which one(s).

Table 7. Continued
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R1: What are the essential characteristics of dyslexic learners, or DYS more generally, that we need 
to consider in order to help them?

R2: I understand that a dyslexic may make significant errors on one part of a sentence and not at all 
on another. How can this be explained?

R3: I understood that there are two types of DYS difficulties: where one does badly and where one 
can’t complete a task at all. Is that right?

R4: In the project we are going to consider the soft skills such as self-confidence, does that seem 
useful to you?

R5: In the personal and family environment, what do you think are the key elements to consider for 
dyslexic students?

R6: I understand that outside noise, and more generally the environment, can have an especially 
important impact on the activity of dyslexic students. Do you agree?

R7: What are the best ways to limit distraction or increase concentration for dyslexics (exam situation 
or others)?

R8: Which other DYS (e.g., dyspraxia and dyscalculia) do you think are the most common with 
dyslexia?

R9: How important are the structures for DYS at the University and for the training of teachers?
R10: If we improve pedagogy, we will improve teaching for DYS students. Can we say that we will 

improve teaching for all students?
R11: Which of the DYS are often associated with, or on the contrary, stand out from the others? Are 

there any general rules or are they just special cases?
R12: Are some studies impossible or exceedingly difficult for some DYS?
R13: Is there a difference between boys and girls who have DYS?


