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Dynamic, automatic, first-order ontology repair by diagaad failed
plan execution

Fiona McNeill and Alan Bundy
{f.j.mcneill,a.bundy@ed.ac.uk
School of Informatics, University of Edinburgh, EH8 9LE dfland

We describeors, an ontology repair system. In contrast to most ontolomtchingsystems,
ors is designed taepair an ontology that does not accurately model its domain, ratien

to find links between two or more unchanging ontologies. dbakorks on first-order repre-
sentations rather than just concept taxonomies, cladsifitsaor hierarchiesors can make
belief revisions, but it more often maksgnaturerepairs,.e. changes to the arities, types and
numbers of predicates. Unlike traditional ontology matghsystemsprs does not require
full access to the ontologies of other agents and worksedyntutomatically and dynamically.
However, it does assume a large measure of pre-existindasityibetween the ontologies
of interacting agents: it is designed to deal with ontolegieat are evolving and that come
originally from the same source.

ors works by analysing failed plan executions to diagnose ogiohl mismatches and to im-
plement repairs. This process iterates until it reachégestuccessful plan execution or failed
plan formation.

ors is the first example of a new breed of dynamic, automatic ogierepair mechanisms,
which we believe will be essential to realise the vision dbaomous, interacting agents, such
as envisaged in the Semantic Web. Full access to anothenfly rival) agent’s ontology is
unrealistic for both practical and commercial reasonsticS#ad interactive matching mecha-
nisms are unrealistic in the context of huge and dynamic ladipas of agents. Full ontological
agreement is pragmatically unrealistic, even where a atanohtology has been agreed, due
to evolving versions and local customisation.

Addressing these issues is very challenging. We have madenaiging start, but much re-
mains to be done. To make initial progress, we have made niap}ifying assumptions. We
present encouraging experimental results and an analysisrent limitations to be addressed
in future work.

The Problem of Dynamic In Al it is becoming increasingly apparent that the con-
Representation cept of a global ontology — a definitive account of what exists
—is an impossible ideal. In practise it is often the case that

It is becoming a commonly accepted fact of life in Artifi- 29€nts have individual ontologies thaffdr, to a greater or
cial Intelligence that semantics are fluid. The way in which!€SSer extent, from the ontologies of other agents, andin su
one person assigns meaning to a term may not reflect anothe®SeS an ontology must be considered to be a single agent's
person’s way. Even if people are using the same languagé€W Of perspective on the world. Agents cannot in general
and representing the same domain, the words they choose eract successfully W|th_other agents unless they aeetabl
represent a certain meaning, the granularity of concepis th Understand the terms which those agents are using by match-
choose and the structure in which these concepts are orgalfld them to terms from their own ontologies: this is the role
ised will inevitably diverge. Moreover, theories of knowl- Qf_ontology matching. However, we believe that it is not suf-
edge evolve as they are revealed to befinient or incorrect  Icient to match the words and concepts from one ontology
or as they are used inféérent domains to the one in which 0 @nother, but that the signature of the ontologies must als
they were developed. This evolution could be central (an ofPe matched: representation itself is fluid (Bundy & McNeill,
ficial source of knowledge is updated) or it could be local (in 2006). : .
dividuals or groups using publicly available knowledge can ' N€ problemwe address is of a veryferent nature to the

alter it to suit their own requirements). problem of ontology matching. In order to clarify this point
and allow the reader to address the paper with a full under-

standing of our approach, we define our interpretation ef tra

ditional ontology matching (Definition 1) and our approach
The research reported in this paper was supported by EPSR® ontology repair (Definition 2). Comparison of these two

grant GRS01771, theu funded OpenKnowledge project and an definitions reveals the fierence in our approach.

epsrc Studentship to the first author. We are very grateful to our

anonymous reviewers for their constructive and helpfullieek.
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Definition 1 (Traditional Ontology Matching) For  two e Whereas traditional ontology matching is generally
ontologies, @ and &, a mapo- must be found such that for maximal, that is, a map between the entire ontologies is
every theoremp, in Oy, if it is mapped by to a theorem  sought, our approach is minimal: we only wish to change
¢2 In Oy, theng, is derivable from @ if and only if¢, is  that part of the ontology that has been directly proved to be
derivable from Q. incorrect. We therefore have an additional minimality con-

) ) ) ) ) straint, whereby we are only interested in altering the ctbje
¥01:0,0z: 00 01X Op.¢1 1 O1, 62 2 Oz (1) ¢ thathas been discovered to be untrue and any other objects
o(¢1.¢2) = (O + 10 Oz + 62) in the ontologyO that are dependent a#) all other objects

Definition 2 (Ontology Repair: our approach) Foranon-  are unchanged by the matching.
tology O, for any statemewtthat is derivable from O butis The solution we propose to this problem is therefore de-
discovered to be incorrect according to the world, a map signed to work at run-time and only when problems become
exists such that eithet(¢) is correct according to the world apparent, making ontology alteration necessary. In large,
and derivable fronx(O) or, if this cannot be satisfiea(¢) is =~ multi-user systems such as the Semantic Web, one might
not derivable fronr(O). wish to interact with large numbers offtérent users in a
) ) short space of time and may not be able to predict in advance
vO: O_'v¢ 1 O.(OF g1 ¢) (2)  who these may be: it is therefore impossible for us to match
= J1: (0= 0).(n(0) F 7(9)A F 7(¢)) v 7(O) ¥ ¢ their ontologies before run-time. Each interaction may-con
These definitions highlight thefiierent problems that our cern only a small part of our, or their, ontology and we may
approach and the traditional approach are tackling. Both aghen never interact with this individual again: it is thenef
proaches are subsets of the global problem of misalignmer@xtremely wasteful to match the entire ontologies. Agents
between ontology, but are focused offelient aspects of that may have commercially sensitive material and may be un-
problem. We briefly elaborate on thesdfeliences to en- Willing to reveal their entire ontologies to unknown agents
sure that the reader has a full understanding of our aims witencountered during interactions, or may find it impractical
which to approach the paper. to do so, in which case matches must be gleaned from those
e The traditional definition of ontology matching is con- parts of their ontologies that they choose to reveal duriRg i
cerned with linking two ontologie€); andO,. Our approach teractions.
is focused only one ontolog): the ontology of the agentor ~ ® We are interested not only in matching the meanings
systemA, which is usingrs to help it communicate despite Of words but also in matching the representation language in
potential mismatches with the world. The meaningis ~ Which the ontology is written, which is defined in the sig-
then considered not explicitly in terms of another ontologynature of the ontology. When an ontology evolves, the shift
but in terms of feedback from the world or environment in Of the meaning of words is only one aspect of the problem.
which A is interacting. In a multi-agent system, this interac-Another key aspect is that signature objects, such as predi-
tion with the world will be interactions with other agentada ~ cate definitions and the type hierarchy, may also change. For
mismatches between the ontola@ynd the world willimply ~ example, arguments may be added to predicates, the types
mismatches betwedd and the ontologies of the agents with of arguments of predicates may change, and so on. In this
which A is interacting. However, we emphasise that this iswork we focus on the issues surrounding the shifting of the
not intrinsic to our approach: the world could be a physicalrepresentational language of the ontology. There has been a
one, for example. Key to this is that in our approach, ontol-great deal of work done in the field of matching words, albeit
ogy repair is done from the point of view of one agent: thisnot always within the confines of the context we are inter-
agent has only limited access to other agent’s ontologiés arested in. However, we believe that the problem of matching
is usingors to do its best to have successfully interactionsdifferent representations has not been addressed to any extent
in a complex and only partially understood world. This is in the literature, and yet is of key importance in the problem
opposed to the “God’s view” approach often used in ontol-0f evolving ontologies.
ogy matching, where it is assumed that both ontologies are This kind of underlying representational change is a com-
fully revealed and that the matching is done externally o an mon occurrence in every day life. Consider, for example, the
agent using one or other of the ontologies. everyday experience of buying something from a slot ma-
¢ In Definition 1, the ontologies themselves remain un-chine. Imagine that the buyer knows that the item they want
changed. A mapy, is found between them and is applied costs £5, and so comes prepared with a £5 note. However, on
to the objects in them, but does not fect the ontologies closer inspection, it is discovered that the machine doés no
themselves. In Definition 2, howevaerjs discovered in ref-  take notes but only coins: thus the buyer’s expectationttbat
erence to a particular object dthat has been discovered to must have £5 is revised to an expectation that he must have
be false in the world and is then applied to the ontology £5in coins Whilst attempting to pay with coins, the buyer
itself so that a new version @, 7(O) is derived. Thatisg  may then discover that the machine does not take the new
is a function between one ontology and a repaired one. 50p coins - perhaps it is an old machine. Even some coins
¢ In Definition 1, the ontology map- depends only on that the machine claims to accept are unexpectedly rejected
the two ontologies and applies to all sentences, whereas thgerhaps they are too worn. It may later be discovered that
ontology repairr is dependent on the sententevhich has  the machine will accept coins which it is not supposed to
witnessed the original ontology’s inconsistency. accept - for example, foreign coins that are similar enongh i
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shape and size for the machine to confuse them with legitidetail the kinds of ontologiesrs is designed to work with.
mate coins. In order to obtain a correct understanding of howVe then describe the context in whiols is designed to
to buy something from the machine, the buyer must alter thevork and provide a worked example of haws functions.
preconditions he has on buying from the machine. HoweverThe following section details our diagnostic theory and in-
this does not merely require a change of belief but also of théroduces the theory of abstraction and refinement, and then
representation itself. New concepts have to be developedxplain how it forms the basis of the diagnostic algorithm
“coins excluding the new 50p”, “coins that are not too wornin ors. We then provide an overview of the architecture and
to be accepted by this particular machine”, “foreign coinssubsystems afrs. Later, we describe the evaluation we have
that will fool this machine”, etc. performed on the system, both to confirm that the theoreti-
As another example, consider the experiment conductedal functionality is performed successful on ontology rhatc
by Andreas diSessa on first-year MIT physics studentsng problems and to provide statistical analysis of howrofte
(diSessa, 1983). Students were asked to imagine a ball beimgal ontological mismatches could be successfully diagtos
dropped from a height onto the floor, and asked to considesind refined byrs and analysis of mismatches for which this
how the energy of the ball changes. Before the ball is refailed. We then examine related work and explain how
leased, it has potential energy but no kinetic energy. As ifits in with other ontology matching systems. Finally, we
is falling, it has kinetic energy and potential energy, amstj summarise the paper and draw conclusions.
before it hits the floor it has kinetic energy but no potential
energy. However, as it hits the floor it has neither potential Ontologies
nor kinetic energy. The students hadhidulty in accounting
for this “missing” energy. The answer was that this energy There is some ambiguity and disagreement over the mean-
was stored in the deformation of the ball. However, the stuing of ontology Here, we define how we use the term in this
dents had idealised the ball as a particle with mass but npaper:
extent and so the correct answer could not be realised within
their representation. In order to see the correct answey, th Definition 3 (Ontology) An ontology consists of two parts:
had to not merely change their beliefs about the ball but also e the signature which describes the representation lan-
change theirepresentatiorof the ball. guage in which the ontology is written;
In this paper, we present our systeors, which uses a e thetheory, which contains formulae written in the rep-
diagnostic theory based on abstraction and refinement techesentation language and asserted to be true.
nigues to diagnose mismatches between ontologies that were
similar but have divergedors is intended to be a compo- QOntologies are often considered to be simply hierarchies of
nent that any agent could use that would increase its chancegncepts (or taxonomies), describing only the kinds ofghin
of engaging in successful interactions, because these intethat can exist and the subtype relations between them. This
actions may be possible even in situations where ontologyicher notion of ontology, however, describes not just the
mismatches would, without diagnosis and repair, lead to fai concepts and their hierarchical relationships, but alse ho
ure. ors focuses not on alignment between concepts, aoncepts can be related in a non-hierarchical manner throug
area where much work has been done and where there ageedicates. These provide a rich language for expresseng th
many other systems that can perform this part of the probgomain of the ontology.
|em, but on structure alignment, a problem that haS received Our Work primar”y focuses on the problem Of representa_
considerably less attention. An agent usirgis notintend-  tjonal mismatch: that is, mismatches in tignature How-
ing to converge to a more correct version of its ontology —ever, alterations in the signature will normally also entai
though it could be used in this way if all external agents areyjterations in the theory, where the particular signature o
similar to each other - but rather assesses alignment neef&t is instantiated, and these are addressed where nacessa
afresh for each agent it encounters and does not assume afiifere are many dierent levels of expressiveness which can
consistency between these other agents: is intended to  pe contained in an ontological representation. Traditiona
function in situations where agents have ontologies thgt magntology representations range from full first-order to enor
have come from the same or a similar source and have diestricted representations such as Description Logicaxo t
verged over time, rather than ontologies that are completelonomies. Higher-order ontological representations ate no

disparate. o commonly used as reasoning with them is intractable. Our
Our hypothesis is that: work focuses on first-order ontologies, though the system
it is possible, using dynamic ontology repair, \;veocrggr\snth restricted first-order (discussed in the follogi

to locate and correct ontological mismatches
between agents during run-time, to enable suc-
cessful communication which would otherwise Context ofors
be impossible. This repair must apply not only to
the concepts of an ontology but also to its struc-
ture.

“To learn, a learner needs to formulate plans, monitor the
plan execution to detect violated expectations, and thag-di
nose and rectify errors which the disconfirming data reveal.
In the next section, we clarify our view of ontologies and Frederick Hayes-Roth (Hayes-Roth, 1983)



4 FIONA MCNEILL AND ALAN BUNDY

We are concerned with the resolution of the problem ofexclude existential quantification from our algorithmsthwi
ontological mismatch within a planning context, such asall variables being implicitly universally quantified, andr
would be necessary for an agent to orchestrate Semantic Weltgorithms therefore cannot be said to work with full first-
services to reach a goal. An agent forms plans to achieve arder logic.
goal based on its understanding of the domain, and then at- When implementing the diagnostic theory in the system,
tempts to execute these plans through communication witkve needed to find a representation that was first-order but tha
other agents. Planning in complex and dynamic environwas also a standard ontology format, and therefore choose to
ments is very diicult because any incomplete, incorrect or work with ontologies written inir (Knowledge Interchange
out-of-date information can cause an inexecutable plaeto bFormat)(Genesereth & Fikes, 1992kir is a popular full
developed because the environment is changing while plarfirst-order ontological representation format. Choosimg
ning is being performed. However, by adopting our approachas the representation to explore this issue allowed us to ex-
to ontological repair, these cases of plan execution fatan  amine the problem in a rich environmenir ontologies in-
be considered to be opportunities to learn more about the dajude types, predicates, individuals and axioms. Axionms ca
main through repairing a mismatched ontology. Executingoe thought of as implication rules that have a conjunction
plans, in our environment, is done by interacting with agent of relations determining when the rule is applicable, and a
who can perform the necessary tasks of the plan: for exanmeonjunction of relations describing the situation after thle
ple, buying a ticket is performed by successfully interagti has been applied and can therefore describe plan actian rule
with a ticket-selling agent. Information about the cause ofMuch of our research focuses on identifying what potential
failure is extracted from observation of the communicationmismatches could arise between these ontological objects.
surrounding plan failure, augmented by further communicaSince our diagnostic algorithms were designed to deal with
tion with the other agents involved. Once the point of falur first-order logic excluding quantification, we must dealyonl
has been located, repair techniques are implemented to fixith xir ontologies that do not have quantification: this is
the problem, and a new plan is developed using the updatesbrmally allowed inkir. Additionally, xir allows complex
ontology. This plan is more likely to succeed than the previclass definitions which are not covered by our first-order di-
ous plan. This procedure is repeated until the goal is sgecesagnostic techniques, and we therefore use a restricteibmers
fully reached, or until it becomes impossible to form a planof kir that uses simple class definitions.
to achieve the goal from the updated ontologyois, Defi- When an ontological mismatch is detected, there is the po-
nition 2 is used retrospectively rather than proactivelyafl  tential for some complex negotiations between the agents as
is, ors does not ensure it is enforced every time an interactiono which of them ought to refine their ontologies, or, indeed,
takes place, but if an interaction leads to plan failure tifien ~ whether both should. Factors that might be relevant here are

equation is used to determine the cause of the failure. whether one of the agents is recognised, perhaps by the com-

We consider that there are three essential elements to crerunity, perhaps by the other agent, to be an authority on the
ating such a dynamic ontology repair system: matter; whether one is controlling the situation by, forraxa

1. the ability to link the relevant information about the un- ple, being able to provide something that is required by the
derlying ontology to the plan; other agent; whether either of the agents consider thisopart

2. the ability to use this information to diagnose the exactheir ontology to be particularly important and are unwiji
source of the problem; to compromise it; and so on.

3. the ability to select and apply appropriate techniques We simplify all these issues by assuming that the planning
for altering the ontology. agent ¢a) is willing to take on trust any information that is

Of these, the ability to diagnose mismatches forms thegiven to it by another agent. We believe that this assumption
heart of the system. The ability to link plan execution de-is plausible, because, in this scenario, thes interacting
tails to the ontology which formed the plan and the ability with other agents because it wishes them to provide services
to refine the ontology after diagnosis are also crucial bet arfor it; hence the other agents are in control of the situation
less theoretically diicult. We therefore mention these latter This assumption also makes the situation tractable andsilo
abilities in passing later in the paper, but dedicate thie bfil  us to avoid getting side-tracked onto important but tangént
this paper to discussing diagnosis. issues.

In order to determine how to match the excerpts of un-
known ontologies revealed via communication to a knownExample 1 (Online travel planning) The following worked
ontology, we need to determine what the representation ofxample is intended to illustrate tlhes system as it creates
those ontologies are. Since we are interested in a planningnd executes plans, detects and diagnoses failure, reppgirs
context, we are interested in representations that aresxpr ontologies, then replans recursively until it either consts
sively rich enough to allow planning. We have therefore de-a plan that executes successfully or it fails. The domain
veloped our diagnostic theory to deal with ontologies writt  concerns the submission of the camera-ready copy of an ac-
in first-order logic. This expressive power allows us to dealcepted paper to a conference, then making plans to attend
with an interesting version of the problem, partly becatise ithe conference. It uses a peer-to-peer, multi-agent system
allows scope for many kinds of mismatch and partly becaus¥arious agents assist the paper writer to submit the paper
it allows interesting planning. However, in order to lintiet  and attend the conference. They interact together to aehiev
difficulty of the problem in the first instance, we decided tothe various goals this entalils.
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In this example, the planning agent acts as the papeexpected to be asked aboliioney PA 100) however, the

writer’s personal assistant. The plan includes steps inchi

surprising question has an extra argument concerning type

the other agents perform various services, e.g., accept thef payment. Thea discovers what the class of this extra
submitted paper. If the planning agent’s ontology were anargument is (if it does not currently have this informatidn,
accurate model of the world then it would be bound to succan question the registration agent) and alters its defmiti
ceed. So a failure during plan execution signals an ontologyf theMoneypredicate to include this extra argument. Every
failure. For instance, the submission agent might refuse tanstance of this predicate must also be changed. Before the
accept the paper. The traveller must then diagnose the faulia can make plans using this, it must verify ti@edit-card

in its ontology and repair it. A new plan for the goal is then paymentis indeed possible.

derived and executed. This new plan may also falil, trigger-

After this change has been made, thaeplans to form

ing a further round of diagnosis and repair. This processthe following plan:

recurses until either a plan is derived that successfullyex

(Register Researcher Ai-Conf Credit-Card Registration-

cutes or the planning agent is unable to diagnose or to repairCost),

a fault.
The agents involved are as follows:

Planning Agent: which is responsible for forming and exe-
cuting the overall plan.

Publication Agent: through which the camera-ready copy
can be sent for publication in the proceedings.

Registration Agent: which can register conference atten-
dees.

Accommaodation Agent: which can book accommodation
for a conference delegate.

Paper Conversion Agent: which is able to convert papers
into different formats.

The planning agent forms the following plan from its ini-
tial ontology?:
(SendPaper Researcher My-Paper.ps Ai-Conf),
(Register Researcher Ai-Conf Registration-Cost),
(BookAccom Researcher Ai-Conf Accommodation-Cost).
The first action,SendPaperfails to be executed. There

(BookAccom Researcher Ai-Conf Credit-Card
Accommodation-Cost).
These actions are performed successfully.

This worked example is part of a larger example which
has been implemented in thes system and successfully ex-

ecuted.

Determining Potential
Mismatches

The diagnostic process depends on a systematic analy-
sis of possible mismatches in the given representation - in
our case, first-order logic. There are two steps in produc-
ing a successful diagnostic algorithm: firstly, determgnin
the space of possible mismatches for the representation and
secondly, developing techniques that can use the available
information to search through this space and find a precise
diagnosis. The latter process depends on the context irhwhic
interactions are taking place and on what this availablerinf
mation about the mismatch happens to be in a given situation,
and in many cases it may be that a precise diagnosis cannot
be found. The former process, however, must be a precise

was some questioning before the failure occurred, which inand methodical analysis of the problem. If there are situa-

cluded a query from the publication agen(Format My-
Paper.ps Pdf-Paper)fhera had not realised that this was

tions in which certain mismatches cannot be precisely diag-
nosed (as is the case in the contexbe§; these situations

a precondition to the action but the fact that a question wasare discussed later in the paper) this is because developing
asked about it before the action could be performed meandiagnostic techniques that can opportunistically takeaaelv

that it is obviously important. Tha must determine whether
this statement is true, and since Maperpsis in Ps format
and not Pdf, it replies to the publication agent that thisdd n

tage of the available knowledge idfittult and there may be
cases where the available information is simply not enough
to narrow the mismatch down to a specific possibility. Such

true. The publication agent then fails to perform the action situations, however, do not point to a flaw in the space of
Thera can then determine that this oughtto be a preconditionpossible mismatches.

to the action and that it ought to change its rule concerning

the action to include it. It now plans again. This additional
precondition of the S endPaper action is not initially trge,

In this section, we define what we mean by first-order on-
tologies and then present an analysis of possible mismatche
between such ontologies. This analysis is generic and can be

a new action must be included to make it true. The new plampplied to any situation in which mismatches between such

is:

(Convert-Paper Researcher My-Paper.ps My-Paper.pdf)
(SendPaper Researcher My-Paper.pdf Ai-Conf),
(Register Researcher Ai-Conf Registration-Cost),
(BookAccom Researcher Ai-Conf Accommodation-Cost).

first-order ontologies are diagnosed. We then describe the
diagnostic techniques we build on top of this to perform di-
agnosis in the specific context of our system.

The first and second action are now executed successfully. 1 The representation used in this exampleris the first element

The third actionRegister fails, following a surprising ques-
tion: (Money PA Credit-Card ?AmountyvherePA is thepa.
The predicateMoney matches a precondition thd&A was

of a tuple represents the predicate and the following elésnéine
arguments. Arguments beginning with a question mark are var
ables; otherwise, they are constants.
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Definition 4 (First-Order Ontology) We consider first- of a predicate name, a number of args which must all has a

order ontologies that contain: variable identifier and a type for that variable, and a super-

e Asignature, containing: predicate (which could be null) which details how the pred-
e Definitions of predicates: their names, arity and numbericate fits into the predicate hierarchy. In practice, thigyma
of arguments. Unary predicates are class definitions. look like the following:

e Details of relationships between predicates. In the case of

the unary predicates, these relationships define a class hie i _ i
archy. (DefinePredicate Paper(?Title ?Author)

¢ Instantiations of the predicates defined in the theory. o . . )

e Action rules, which define the way in which performing  The firstitem in the definition is the predicate name, the

actions as part of a plan can alter the truth values of factsS€cond item is a list of the variable identifiers, whose types
in the theory. Action rules have preconditions, statingaihi areé detailed by the third and fourth arguments, and the final
facts must be true or false in the theory for them to be appli2rgument is the super-predicate. However, when this pred-

cable, and gects, stating what facts are altered as a resulticate is instantiated to create a theory object, generat-inf

of the action. mation such as the types of the arguments and the super-
predicate do not need to be detailed: these can be deduced by
This is described in Figure 1. reference to the signature definition of the object. Insttra
specific instantiations of the variables must be given, aed t
<predicate-::=<pred.name- <args> <supetpred> types of these instantiations must agree with the typeicestr
<args-::=<variable.id><type- tions given in the signature. So, for example, an instantiat
| <variableid><type- & <args> of this predicate may be:
| 1 .

<type>::=<typename-, <supettype- (Paper MyPaper S mijh (4)
<supettype-::=<top> . , o

| < type> The _examples given below refer to m|smatches in signa-
<supetpred>;:=<top> ture objects; however, for the sake of conciseness, we do not

| < pred.name> always give the full definitions of them as shown in the ex-

0 ample predicate definition above. Instead, for these partic
<rule>::=<conditions — <conditions ular examples, we adopt a shorthand version of the defini-
<conditions-:=<predicate- tion which gives the pertinent information and appears sim-

| <predicate- & <conditions- ilar to a theory instantiation of the predicates. For exam-

[ ple, the d_ef|n|t|0n ofPape_rln_ Equation 3 m_ay_be given:
<pred.name-::= term (Paper?Title ?Author), which is intended to signify that the
<typename::= term predicatePaperhas two arguments of typlitle andAuthor.

Such variable names would normally just be place holders
Figure 1. BNF description of the signature of ontologies on which and the type definitions would have to be referred to. How-
the diagnostic algorithms are baseeks uses ontologies writtenin  ever, it is very common to use the names of the types for
a fOrm OfK.lF that has been Sl|ght|y Slmp|lfled so as to conform with these placeholder names and’ for the sake of Convenience’
this description. in the examples below we assume that this is the case and
therefore omit the actual type information. We do not give
“information about the super-predicate unless it is pemtite
the mismatch we are describing.

We believe this is a standard definition of a first-order on
tology with the exception of the inclusion of action rules,
which describe the necessary conditions for actions to be pe
formed_and th_e féects of thgt action. Since we are ConSiq-AbStraCtiOI’l and Refinement
ering diagnosis in a planning environment, we need to in-
clude these in our definition of an ontology. The mismatches The reasons that ontologies are altered are very often con-
between ontologies without action rules would still beyull cerned with the fact that too much or, more often, too little
described by our analysis of possible mismatches but our ddetail has been included in the ontology. This creates the
agnostic techniques could not be applied in the way we havaeed to remove detail - performing abstractionof the on-
envisaged. tology, or add detail - performing @finement Notions of

Note that the BNF in Figure 1 describes the signature ofbstractions are often quite vague, but the theory of atistra
appropriate ontologies and not the theory. The signature deng first-order ontologies was formalised by Walsh and Giun-
tails the way in which ontological objects such as prediate chilgia (Giunchiglia & Walsh, 1990), who created a theory of
must be defined; the theory contains specific instantiatibns abstraction through observing and categorising large num-
these signature objects. Because theory objects are specifiers of examples of abstraction. Since abstractions should
instantiations of these signature objects, they do not teeed change the theory and not the logic (except in the case of re-
contain all the general information about these objects. Foducing a unary predicate to a nullary predicate, which could
example, Figure 1 tells us that a predicate definition césisis be seen as reducing first-order logic to propositional [pgic
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the problem of building abstractions can be reduced to theompound mismatches caused by combinations fbérint
problem of deciding on a suitable matching of atomic formu-mismatches.
lae. They developed four categories into which abstrastion 1. Predicates:Predicates have names, arities and types of

of objects in first-order ontologies can fall: arguments.

1. Predicate abstractions e Changing a predicate name:This is the case in which
matching predicate names in some uniform way:e.g., a predicate is changed to one with #&elient name but with
(Bottle ?X) (Cup ?X)map onto(Container ?X) the same arguments:

2. Domain abstractions
matching constants and function symbols in some uniform (PpX)+~ (qX),p#q (5)
way: e.g.,

(Prime 3) (Prime 5)map onto(Prime Oddnumber) This can be broken down into four situations:

3. Propositional abstractions predicate refinement: p c g: for example,
dropping some or all of the arguments to predicates: e.g., (Paper?Papel — (PdfPaper?Papel),
(Abelian GroupA) (Abelian GroupB)map onto(Abelian) predicate abstraction: p > g: for example,

4. Precondition abstractions (PdfPaper?Papel — (Paper?Papel),
matching some of the atomic formulae ontoe or false: p ~ g: for example, Paper?Pape — (Article ?Papej),
e.g., p + q: for example,

(Has Ticket Me) (Can-Travel Me)ymaps ontCan-Travel Me) (Paper?Papel — (Conferencé&Papei). 2

We have developed corresponding refinement categoriess Changing the arity:
through inverting these abstraction categories:

1. Predicate refinement (pX) — (pXy) or (pXY) — (pX) (6)
A single predicate is split into one or more subtype predi- .
cates, e.g.,: Here, there are two situations.

For examplepropositional refinement:

(Money ?Amountinaps ontdDollars ?Amount), (Euros ?Amount), ) X
(Paper?Title ?Authon) — (Paper?Title ?Author ?Formaf)

(Sterling 2Amount)etc.

2 Domain refinement or propositional abstraction:
The type of an argument is divided into one or more sub{Paper?Title ?Author?Formaj - (Paper?Title ?Author)
types, e.q..: e Changing the types of arguments:

(Money ?Amount Europeamyaps onto(Money ?Amount Euros),
(Money ?Amount Sterling), (Money ?Amount Krona), etc. (pPXY) = (pX2), type(X) # typey) (7)
3. Propositional refinement
The arity of a predicate is increased, e.g.,:
(Money ?Amountmaps onto(Money ?Amount Dollars), (Money
?Amount Sterling), etc.
4. Precondition refinement
A precondition is added to a rule, e.qg.,:
(Has Money ?Agenty> (Has Item ?Agentinaps onto

As with the change of name of a situation, this breaks down
into four cases:
domain refinement: typex) c typgy): for example,
(S ubmit?Papen — (S ubmit?item),
domain abstraction: ty pgx) o typdy): for example,
(S ubmit?ltem) — (S ubmit?Papey),

typex) ~ typgy): for example,

(Has Money ?Agent) (InStock Item Shop)> (Has Item ?Agent) (S ubmit?Papel) — (S ubmit?Article)
Naturally, not all possible mismatches in first-order tech- type(;<) + typdy): for exahple
niques are concerned with abstraction or refinements, but (S ubmit?Papel) — (S ubmit’?Quota’tior).

these categories describe a large number of mismaiches thate first two cases indicate that the argument has been made
are encountered and provide a basis for developing a full then, o6 or less general, the third does not indicate a semantic
ory of the space of possible mismatches between first-ordethange but merely a change in label and the fourth indicates

ontological objects. a complete alteration of the argument.
. e Switching the arguments:
Types of Mismatches
(PXyd = (pX2ZY 8)

A mismatch between ontological objects must exist be-
tween ontological objects of the same type (otherwise the-, example:

two objects are not mismatched, they are simpfyedéent). (Paper?Title 2Author ?Formaj)
Since each ontological object has only a certain number of (Paper?Title ?Format?Author)

attributes, and the way in which objects are mismatched mugt predicate relationships: Relationships between predi-

be exhibited as a mismatch between one of these attributegaes constitute a hierarchy. Each predicate can be agsbcia
there are only a certain number of ways in which mismatches

between each kind of ontological object can occur. Since 2\herec represents an abstraction fropo g, > represent a
there are only a few kinds of ontological objects, we canrefinement fromp to g, ~ indicates thaip andq are semantically
detail precisely the possible ways in which two ontologicalequivalent even though they are labellefiafiently and+ indicates
objects could be mismatched. Note that we do not considahat there is no known relationship between them.
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with an optional super-predicate, which indicates its immme or an dfect is added:
diately more general predicate. Predicates in general o no

need to have such super-predicates; the exception is types,
which must have a super-type. The only way in which this
can be changed is for the super-predicate of a predicate to be

altered, added or removed.

superpredp) = g+ superpredp) = r 9)

There are six ways in which this can happen:
g c r: for example, the super-predicateittenitemin
Equation 3 becomatem,
g o r: for example, a super-predicatembecomes

writtenitem,
g ~ r: for example, a super-predicateittenitembecomes
document
g » r: for example, a super-predicateittenitembecomes
place

g = 0: that is, a predicate that had no specified
super-predicate is given one,
r = 0: thatis, a predicate with a super-predicqis
matched to one with no super-predicate.
If pis unary (i.e., a type) then neithgr= 0 orr = ¢ are
possible.

(- 0) (P—>0A(PX) (14)
3. Individuals: Individuals may change names:
am b (15)
For exampleS mith— Brown
Additionally, individuals may change their type:
typga) = 71 — typeb) = 72 (16)

Again, there are four possibilities:
71 C 12: for exampler; = author,r, = person,
71 D 12 for exampler; = persony, = author,
71 ~ 12: for exampler; = author,r, = writer,
71 + 12: for exampler; = author,r, = hotel.

In addition to changing ontological objects that are al-
ready present in the ontology, whole ontological objects ca
be added or removed.

We do not, at this stage, make any comment on how likely
these changes are to occur nor on how it would be possible
to automatically diagnose such changes: such things are dis
cussed in the section on diagnosis. Our intention here is to

2. Action Rules: The only aspect of action rules that can develop a theory of the way in which ontologies written ac-
change is through the addition or removal of preconditidns ocording to Definition 4 can be changed. We claim that every

effects. Any alteration to the preconditions dfeets them-

possible change to such a theory must fall into one of the

selves would be covered by the predicate changes describédtegories described above. We therefore use this theary as

above.

e Changing preconditions:

A precondition is removedprecondition abstraction:
(DA (pX) — O) > (D — O) (20)

where® is a set of precondition®) is a set of &ects and

(p X) represents an extra precondition, for example:

(S ubmittedPaper?Paper?Author?Conferencg
A(Format?Paper?Pdf)
— (Registered?Author 2Conferencg

(11)

=
(S ubmittedPaper?Paper?Author?Conferencg—
(Registered?Author2Conferencg
or a precondition is addedprecondition refinement

(®P->0) (DA(pX) — O) (12)
. as above but in reverse.
e Changing dfects: An effect is removed:
(®—->0A(pPX) - (O 0O) (13)

For example:
(S ubmittedPaper?Paper?Author?Conferencg—
(Registered?’Author2Conferencg
(d
(S ubmittedPaper?Paper?Author?Conferencg—
(Registered?’Author 2ConferencgA
(Accommodatiolace?Author ?Place

basis for our diagnostic algorithm.

Diagnosis and Repair

We consider the major contribution of our work to be the
ability of ors to diagnose and repair ontological mismatches
discovered during agent communication. The analysis of
potential mismatches discussed above provides a systemati
method for categorising mismatches in order to determine
what the appropriate repair is. In some domains, this the-
ory could be used to fully diagnose all potential mismatches
However, in the domain in whicbrs operates - in an open,
distributed multi-agent system, where agents may be gillin
to cooperate only to a certain level and do not wish to be fully
open - we will often face the problem of incomplete infor-
mation. Additionally, the way in whichrs detects problems
- through the unexpected failure of plan execution - means
that certain kinds of ontological mismatch will never behiig
lighted. The ability ofors to link known ontological objects
to new objects that are revealed during communication can,
in some cases, depend on the linguistic ability to link two
words.ors takes a simple approach to this problem, depend-
ing on links between these words being stated explicitly in
the ontology, largely through the predicate and type hierar
chy. The problem of semantic mismatch between words or
hierarchies has been widely studied ariiiceent solutions
are available. A version afrs that could truly cope in the
real-world scenarios we have envisaged would require links
to such systems so that it could perform the semantic word
matching in a more realistic manner. However, the work we
present here focuses on the structural aspects of the proble
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The Diagnostic Algorithm based on signature definitions, can reveal information ibou
those signature definitions that indicate to théhat there is

a signature mismatch. For example, if thehas a signature
Qefinition ofPaperaccording to Equation 3 and, during com-
munication with another agent, is passed a messdggmer
Banana Smith)it can infer that there is a signature mismatch
because it knows th&ananais of typeFruit, which is dis-
tinct from typeAuthorthat theea expected such arguments

Having outlined the ways in which ontological mismatch

develop a diagnostic algorithm that operates in the cowtext
the system.

Diagnostic Assumptionsin order to make the problem
tractable in the first instance, and to focus the researchen t ; .
problems of diagnosis and repair rather than on other unre’t\a have. Equally, if thes receives a message or quéPaper
lated problems, we have made various simplifying assumpMYPaper Smith Ai-Confjt can again infer a signature mis-
tions, which we explain here. match as the number of arguments of the predicate do not tie

e The system is designed to deal with errors on a casel with its definition .Of the plred|cat(.e. .
t The role of the diagnostic algorithm is therefore to allow

by-case basis. We do not need to make the assumption th% o . .
failure is caused by exactly one error; we can identify ondhepa to link information gleaned from theory objects that

error, fix it, replan, encounter failure again and then diag-Iead to comr_‘nunipation failures to one of thg signature m_is—
nose a second error. This is not the mdBtint way to deal matches defined in the space of possible mismatches defined

with such a situation but is reasonable if we believe that inearlier in the paper. We emphasise again that this diagnosis

most cases, a particular failure will be caused by a pa#icul IS aPP”ed pragmati_cally: we only attemptto infer such mfo
error. However, the nature of this approach to multiplersrro Mation and form diagnoses and repairs on the basis of that
means that we are forced to assume that these errors are indgference if communication has failed. In normal circum-
pendent, and that dealing with them one by one will always>tanCces, we make a pragmatic assumption that other agent's
lead towards a more correct ontology. This is not always goontelogies match ours: though we know this to be unlikely

ing to be a valid assumption in a real world situation, and thd®' the V‘_’hhc"‘; ontolc;cgj)y, tf(]jisf assunlwptiorf1 3”0"‘;15_ theto in- I
system will fail if it encounters compound mismatches thatteract with the world and form plans for achieving goals.
In situations where this assumption leads to failure, we are

cannot be diagnosed as a series of individual mismatches. _ . .
then forced to determine what particular mismatch caused

e We assume that the only information we can get from:'~"" " , ;
other agents is that which is revealed by the questions the! h_|shfz?1|lure, fligd can then proceed to interact in a useful way
ith the world.

put to thera, and by their answers to direct questions put by A o )
thera to them. ors is intended to be accessed bgaawhich is attempting

e We make various simplifying assumptions about thel® achieve a goal. First, tha forms a plan to reach the goal
agents with whom interaction takes place. We assume th&2Sed on its understanding of the domain in which its operat-
they are helpful and honest, that they will always performiNd, €xpressed in its ontology, where each plan step ingolve
actions for one another if they are able to, that they are onlj7Voking services from other agents in the network. It then
capable of communicating by exchanging messages and th@fl€mpts to execute the plan through communication with
they share a common protocol: that is, the format of thethese agents. If its unde_rstandlng of the domain and of the
messages they send is the same, it is only in the content &ircumstances under which these services can be performed
the messages that mismatches occur. The problem of miglatches those of thea’s (se), the goal should be reached

matched protocols is also important but we do not deal wittSuccessfully (since we are ignoring complicating factacds
this in our work. as unhelpful agents and network problems). However, if

there are ontology mismatches betweensthend any of the

Linking Plan Failure to Ontological MismatchesThe  spas with which it must communicate, and these mismatches
means of detecting that an ontological mismatch has ocare pertinent to the particular service to be performed, thi
curred, and of determining what that ontological mismatchmay result in unexpected behaviour on the part of sihe
may be, is through agent communication. The only informa-and, potentially, failure to provide the service and herlaa p
tion available about mismatches is that which can be gleaneexecution failure. In this situation, the must invokeors to
from observation of past agent communication, from form-determine what the source of the problem is.
ing appropriate questions and putting them to the apprigpria  The questions put to thea by theseas provide the richest
agent, and from analysis of the ontology. source of information. In many cases, the source of the onto-

The kinds of mismatches that we are primarily interestedogical mismatch can be directly identified from these ques-
in are signature mismatches, where the definitions of sigtions, through the information these questions reveal etbou
nature objects diier between agents; these potential mis-the ontology of thepa.
matches have been outlined earlier in the paper. However, We have developed the notion efirprising questions
agents do not normally communicate using abstract sigaatumhich are questions put bysaa to thera which do not di-
definitions of objects. Agent communication tends to cdnsisrectly pertain to the preconditions of the action, as fahas t
instead of fully or partially instantiated theory objeaigk as  ra understands them. So, for example, if thevere asking
described in Equation 4; the would not have direct access ansea to perform an action that it believed was described by
to other agent’s signature definitions, such as that desttrib the rule in Equation 11, it would expect to be asked about
in Equation 3. However, such theory objects, since they arpaper submission and format, since these are identified as
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preconditions of the rule. If it were asked a question: The examples we give below are examples of the objects

(Money Author?Amounj that will be revealed during communication, and therefore
this would besurprising because nothing in its descrip- these objects are always theory objects. If a theory object

tion of the rule leads thex to suppose this is pertinent. Also, indicates the presence of a signature mismatchesheust

a question such as: use inferred information and information derived from ques

(S ubmittedPaper YouPaper AiConf S mith tioning thera to determine how to alter its own signature
would be surprising: althoug® ubmittecPaperis an ex-  appropriately.

pected precondition, it is expected that the second argu- The algorithms used in the diagnostic processes are il-

ment is of typeAuthor and the third of typeConference lustrated below as flow charts. Figure 2 illustrates the top-

whereas thea identifies the second argument in this ques-level decision procedure, and Figures 3 and 4 illustrate sub

tion, Ai-Conf, as of typeCon ferencand the third argument, algorithms that are called once the higher-level decisions

S mith as of typeAuthor. have been made.
These surprising questions can provide information about

where ontologies between two agents mafjedi When a

guestion is put to it by theea, it answers it as best as it can

and then compares this question against its list of precon-

ditions to see if it exactly matches one of these. If it does

not, it is flagged as a surprising question. No further action

is taken at this stage, but if plan failure occurs then the sur

prising questions are referred to. Of particular interest a vES

surprising questions that are asked immediately before pla
Were any of them
.smpnsing?

Diagnositic Input:

Action,
Question List
Surprising Question Lis{

Were any
questions asked?

CASE 1
Diagnosis with nq
questions
(Figure 3)

failure occurs, referred to as Relevant Surprising Questio
(rsqs). Note that not all preconditions will be checked with
thera: some, thesea can determine without checking. Such
preconditions can present problems in diagnosis as the lack s

of communication concerning them means that it is very dif- Diagnosi it ol
ficult to deduce anything about them.

Very often, the information contained in a surprising ques-
tion is enough on its own to find the source of the problem.
For example, if the question contains an instance of a recogi-h
nised predicate, but with an unexpected arity, or with an-arg
ment with an unexpected type, then it is clear that the expe
tations of this predicate are to blame. However, sometime
it is discovered, possibly through information reveale&in = >~
surprising question, that there is a problem with a fact, bePMsSNg.
lieved by thepa to be true, but believed by the to be false. 1.Failure immediately after a request to perform an action
If there is no signature mismatch with respect to this fact 4155 peen made
i.e. the predicate expressing this fact is correct according to
the pa’s signature but simply instantiated in a way that theExample 2 Thera forms a plan:
pa did not expect — then linking the plan execution failure to  (Send-Paper Researcher My-Paper.ps Ai-Conf),

a flaw in the underlying ontology is morefficult. It must  (Register Researcher Ai-Conf Registration-Cost),

be established how the fact came to be believed. The fa((BookAccom Researcher Ai-Conf Accommodation-Cost)
may be present in the original ontology, or it may have been Thepa then consults its ontology as to the appropriate
added to the ontology because it was believed to have beefyent to approach - in this case tpablication agenfeus-a)

the dfect of a previously performed action. In the former - and contacts it. The conversation is as follows:

case, our policy is to remove the fact from the ontology, pre-  pa: (Send-Paper Researcher My-Paper.ps Ai-Conf),
ferring thespea’s belief that it is incorrect to thea’s belief  pyg.a: no

that it is correct, since theea is the one that is particularly

equipped to perform the service and thus, we assume, better This situation is illustrated in Figure 3.

informed concerning information that relates to it. In thg | In this situation, it can be €icult or even impossible to
ter case, we must examine the faulty fact to discover how itliagnose what the cause of failure is because the amount
came to be believed. We refer to the algorithm that diagnosesf information we have access to is quite limited. The fact
these incorrect facts as the Shapiro algorithm, because it that failure has occurred without any questioning is celyai
loosely inspired by Shapiro’s work on algorithmic program helpful information, but it reveals less about the ontolofly
debugging (Shapiro, 1982). We have not attempted to followthe other agent than the other two situations.

Shapiro’s algorithms closely but have merely used his ideas We identify three situations in which this may occur.

as an inspiration. This algorithm is discussed later in this e i) The sea has been asked to perform a task it is not
section. able to.

CASE 3

Diagnosis with
surprising questionfs

(Figure 4)

Figure 2 Top Level Decision Making

Figure 2 separates the diagnosis into three separate cases:
ose where no questions were asked between the request
do perform the action and the failure; those where questions
ere asked but none of them were surprising; those where
ere were questions asked and at least one of them was sur-
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Is the agent willind
to perform the
action?

occurred, it can be determined tf@§pa b~ (p X) is actually
the case. The problem in this situation is discovering what
(pX) is. Information about this unexpected precondition can-
not be gleaned from previous communication, because at this
stage no questions have been asked: this is clearly a precon-
dition that thespa does not need to verify with the. This
case can be distinguished from case 2 by verify the perceived
vES truth value of every precondition ipn. If we have:
V(X) € ¢.0spak (0 %),
we can deduce the presence of an additional precondition
precondiion (pX) in thesea’s preconditions, but we cannot infer anything
Figure 3 Diagnosis when no Questions have been Asked  about what the predicate is. Nor can we query the agent about
what this precondition is, since we have no basis to guess
what it might be, and we cannot assume that the other agent
We can eliminate this option by querying the agent as towill reveal its complete set of preconditions for this antio
whether it is capable of performing the action. If not, we Thus our only recourse during repair is to flag this rule as
must remove the information that this agent can perform théhcomplete and not use it during planning.

DIAGNOSIS:
Incorrect agent
consulted

Is there a problem
precondition?

GO TO: DIAGNOSIS:

Shapiro Algorithm

action from our ontology and replan. Example 5 Thera has the following action rule describing

Example 3 In fact, asubmission agershould be contacted how papers are submitted:

rather than a publication agent. (Has-Paper ?Agent ?Papes (Accepted-Paper ?Agent ?Pa-
e ii) One of the preconditions for the action, that we  per ?Conference)

believed to be true, is not true. whereas theus-a has a diferent version of the rule (though

Thera and thesea both have the following preconditions for thera cannot know this):

the action: (And (Is-Open ?Conf-Submission) (Has-Paper ?Agent

(PX) Ao, ?Paper))= (Accepted-Paper ?Agent ?Paper ?Conference)

where pX) indicates a predicate) with some number of ar- Thera can ascertain that its single precondition is correct ac-
gumentsx and¢ indicates some numbeg (0) of additional ~ cording to therus--a and can therefore deduce that thes-a

preconditions. must have an additional precondition in its rule. However,
However, we also have: thera cannot discover what this precondition is.

OpraE (PX) . - .

Ospalt (PX) 2.Failure after a surprising question
That is, @ %) is true according to they's ontology but not This situation is illustrated in Figure 4. _
according to thara's ontology. We can categorise surprising questions in the following

We can investigate this option by querying the other agenvays:

as to its beliefs of the truth values of our preconditions. If (&) The name of the predicate in the surprising question
we discover a precondition that it does not believe to be truematches the name of a precondition:

then this is a likely cause of the failure. We then need to con- (i) The number of arguments of these two ‘matching’
sider why we came, incorrectly, to believe this preconditio predicates is the same: this is what we refer talasain

to be true by using the Shapiro algorithm. repair - oftendomain abstractionor domain refinement
Example 4 Thera has the following action rule describing (i) The number of arguments isfiiirent: this iropo-
how papers are submitted: sitional abstraction or propositional refinement,

(And (Is-Open ?Conf-Submission) (Has-Paper ?Agent ?Pa- (b) The names do not match:
per)) = (And (Accepted-Paper ?Agent ?Paper ?Confer- () There is atype relation between the name of the pred-

ence)). icate in the surprising question and the name of one of the
Thera also has the fact (Is-Open Ai-Conf-Submission) in itspreconditions: this is what we refer to pedicate repair -
ontology (where Ai-Conf is the relevant conference). oftenpredicate abstractionor predicate refinement

The conversation continues from Example 2 as follows: (ii) There is no relation: this iprecondition refine-

ra: (Is-Open Ai-Conf-Submission) ment.

PUB-A: NO In the examples given for the following cases, we are con-
Therefore, thea and therus-a disagree about this fact. sidering the action discussed in Example 1 and detailed in
e iii) We are missing a precondition, and that precon-  Equation 11. Unsurprising questions, in this context, \doul
dition is not currently fulfilled. therefore be anything that matches the two preconditions of

Thera’s preconditions for the action are; the rule: § ubmittedPaper?Paper ?Author 2Conferenc

whereas thera’s preconditions are:g(X) A ¢. and (ormat ?Paper ?Pdf) without any signature mis-
If it happens, coincidentally, to be the case that matches. When questions are put by the as mentioned
Ospal (PX) before, they may have uninstantiated variables, indichyed

then the communication will proceed as expected and thibeing preceded by a question mark as above, in which case
mismatch will not be identified. However, since failure hasnot so much information can be inferred about the definition
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Does the name of the
RSQ match one of tHe
preconditions?

Are the arities of this Predicate
precondition and the, R .
RSQ the same? epair

YES

s the class of the
‘erroneous argumen
the same in the RSQ
and the precondition?

YES

GOTO: Domain

Shapiro Algorithm Repair

Figure 4 Diagnosis with Surprising Questions

of the predicate in the signature, or they may have some or alame instantiation or not.
of the arguments instantiated, in which case type inforomati Example 7 The conversation proceeds as follows:

about the arguments can be inferred. ra: (Register Researcher - 8ionf RegistratiorCos)

Case a)i): lS)Il::\:n(OS ubmittedPaper?Paper AiConf Researchegr

e Most of these situations conform to the followifig Note that the first argument of S ubrRiper are uninstanti-
(pXy) m_atc_hes X2,y 7, ated as thera does not yet know how it should be fulfilled.
wherep indicates a predicateindicates one or more argu- Thera expects the second argument to be of type Author and
ments, ang andz are arguments. the third of type Conference and its facts are instantiated a
There are four possibilities: cording to that; however, this order is reversed in the ques-
o typdy) = typd2) tion put by thesea. It therefore cannot fulfil the expected

In this case, the two predicates match with respect to the regjuestion and responds negatively.
resentational language, but conflict with respect to thmér s Case a)ii):
cific instantiation. The source of this incorrect fact mustb e (pXy) matches | X) - propositional refinement.

tracked down by th&hapiro algorithm. This signature repair is easy to diagnose and refine; allghat
e typdy) C typg2) - domain refinement. required is thatypgy) is ascertained, either through exami-
e typgy) D typg2) - domain abstraction. nation of theea’s ontology or through questioning thex.

o typgy) * typg2). e (pX) matches Xy) - propositional abstraction.

type(z) must already be in the ontology ef, sincezis a  Thisis easy to diagnose and refine, both for the initial signa
constant thaea is using in its planningty pely) may already  ture repair, and for the theory repairs that entails. It may b
be known byea; if not, the sra is queried to ascertain this necessary to know what the type of the additional argument
value. Since thera is usingy in its communication, it must s, so that it is possible to tell which argument should be re-

know what its type is. moved; this can be discovered either from the ontology or by
Example 6 The conversation proceeds as follows: asking thespa.

ra: (Register Researcher 8ionf RegistratiolCos)

spa: (Format MyPapempdf Dog Example 8 The conversation proceeds as follows:

PA: NO. ra: (Register Researcher - 8ionf RegistratiorCos)

The expectation of tha was that the second argument would spa: (S ubmittedPaper?Paper?Author)

be Pdf but it is instantiated by thea as Doc. The is fourth  PA: NO.

case: although there is a relation between the two types, it i Thera expects the predicate S ubmittedper to have three
not a simple sub- or super-relationship. —

; : : ® Notation:
e Sometimes, a mismatch of this type may conformto the|)In all cases, the statemenf‘matchesB” indicates thatA is the

following: surprising question put by thea, andB is the question thea ex-
(PXy2 matchespXzy), pected, which corresponds with thes ontology. Thus diagnosis
or, more generally, and repair is aiming to chand&so that it matches,

(pXy 2 matchesf Xab), i) c indicates subtype relation;

typely) = typeb) andtypg2) = typga). iii) (pxXy) does not imply anything about the ordering of the argu-

That is, the arguments have been transposed, either with teents: it does not imply thatmust be the last of the arguments.
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arguments and so has no correct instantiation for the above here are two ways in which this might happen:

query. (a) The last stage of the questioning immediately before
failure proceeds as follows:
Case b)i): spA: 1 (PX?Q)
e (pX) matchesg x) pal : (PXA)
There are three possibilities: That is, thespa is asking theea to instantiate a variable(®
o typdp) c typgQ) - predicate refinement. and thera instantiates this variable #s
e typdp) O typgQ) - predicate abstraction. If such aresponse by thee causes failure, then clearly the
e typdp) » typ€Q). valueA returned by thea was unacceptable to tBea. This

This can be dficult to diagnose, because there may be in-means that thea’s expectations of what response would be
sufficient information to determine thap K) should match  appropriate are incorrect, and thes preconditions need to
precondition § X). If this information cannot be found, sit- be altered or added to so that they forceo be instantiated
uations of this type are usually incorrectly classified as ocin the correct way. It is not dlicult to diagnose this problem
currences of case b)ii): a missing precondition. We cannobut it is usually dfficult or impossible to repair the ontology
connect this surprising question to any of the precondition correctly, since it is not know what values Afwould have

and so we assume that it is an additional precondition. been acceptable to thea. The best repair that can be done
in the general case is to add an extra precondition stating
Example 9 The conversation proceeds as follows: explicitly that this variable @ should not be instantiated as
ra: (Register Researcher 8ionf RegistratiorCos) A. However, this fails to extract any rules that might apply to
spA: (S ubmittedtem ?Paper?Author) the instantiation of @ and may well result in a rule that still
PA: NO. instantiates this variable incorrectly. The other optisrd
S ubmittedtem could be considered to be a super-predicatemark the particular rule as unusable. This results in a more
of S ubmittedPaper because Paper is a kind of Item. correct but less complete ontology and would be the prefer-
able option if other rules were known that had the same or
Case b)ii): similar dfects.
e (pX) fails to match any of the preconditions. (b) The last stage of the questioning immediately before

In this situation, we diagnose a missing precondition - prefailure proceeds as follows:

condition refinement - although, as discussed in case b)ikpa:(p X)?

this will sometimes be incorrect. If it is incorrect, thext  pa: yes(or no)

will be to over-constrain the rule. We consider this to be Here, the question from thea is fully instantiated and

an acceptable approach, because if this does occur, we atiee po» must respond as to whether it believes this statement
still left with a rule that will not be used other than in situ- is true or not. Diagnosis is therefore straightforward,sas i
ations where it is correct to use it. The disadvantage is thatepair, which is ected by negating the expectations of the
there may be some situations in which it is correct to use it irtruth value of this statement.

which it appears to be unusable. However, since we consider

that random name changing will not occur especially oftenExample 11 The conversation proceeds as follows:

these situations will be rare, and a diagnosis of precanditi pa: (Register Researcher 8ionf RegistratiorCos)
refinement is usually correct. spa: (Format MyPapempd f Pdf)

Note that inors, precondition abstraction can never be diag-ra: yes.

nosed: having unnecessary preconditions to satisfy cah lealhis is an expected question and, during planning, the

to unnecessarily complicated plans but does not lead Hirect has ensured that it is correct before the action takes place.

to plan execution failure. However, if failure occurs immediately after this question
we can assume that the answer to this question was inappro-

Example 10 The conversation proceeds as follows: priate. The only other possible answer would have been no.

ra: (Register Researcher 8ionf RegistratiotCos) We therefore deduce that the€s expectations were incorrect

spa: (Money?Author 2Amounj and that it must ensure th&Format MyPapempdf Pdf) is

PA: NO. not true (thought we don't, in this situation, have any infor

There is no semantic link between Money and either of thenation about what the format should be).
two expected preconditions (S ubmitteaper and Format).
Dealing with Incorrect Facts: The Shapiro Algorithm and
3.Failure after some questioning, with no surprising ques-the Plan Deconstructor In many cases, as has been dis-

tions cussed above, finding a problem fact will enable us to im-
If failure occurs in this situation, we can conclude: mediately diagnose what the problem is. For example, if we
e Since questioning has begun, the only possible cause @ncounter a fact that contains an extra argument than we ex-

failure is thera’s response to these questions. pect, it is clear that the problem is connected to this argume

e The ra was expecting to be asked this question, andnismatch. However, in some cases, a fact is believed that is
therefore ensured that it was correctly answered, as far asrrect from a signature point of view but simply wroneg,,
it understood this was to be done. incorrect from a theory point of view, such as occurs in Ex-
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ample 4. This problem is thus not amenable to signature reso that it has one fewer argument, all instances of that pred-

pair. Instead, we must discover how it was that this incarrecicate will also need to have the relevant argument removed

fact came to be believed. so that the ontology remains consistent. In some cases, this
As has been described above, there are many cases tineory repair will also be simple: in the above example of

which linking plan execution failure to specific mismatchesremoving an argument, it can easily be determined, for every

in the ontology is straightforward because communicatiorinstance, which argument should be removed (for example,

from agents reveal signature clashes. However, in casdbe second argument), and this can be implemented. In some

where incorrect facts are believed, further analysis optae  cases, however, there is not enough information to repeir th

formation is necessary: we need to know how this fact camery objects fully. For example, if the signature repair was t

to be believed. The propositional and black-box nature ofidd an argument to a predicate definition, then every instanc

most modern planners, including the one usediby(these  of this predicate must also have an extra argument. It is pos-

issues are discussed further later in the paper) mean thatsible to determine where in the instantiated predicateethis

is not possible to extract directly from the planner any ex-gument should be added, and what type this argument should

planation of how the plan was built from the ontology. We be, but it is not usually easy to determine what the specific

have therefore developedpéan deconstructowhich meta-  instantiation of this argument should be. In such cases, our

interprets the plan with reference to the ontology to attackapproach is to introducmeta-variableso such theory ob-

to each action the action rule that was used to justify it, thgects to act as place holders for these unknown arguments. It

preconditions of that rule and the facts that have been made then not possible to use these theory objects in planning.

true or false or altered by its execution. The plan decon- A complete, automated solution to this problem that is

structor acts in a similar manner to a first-order planner, buguaranteed to be correct is impossible, since this missing i

the massive search problems associated with such planndmmation is not explicit in the ontology and cannot be au-

is removed as this has already been dealt with byfacient ~ tomatically retrieved. The approach thats takes to this

propositional planner. For more details of these issues, sgproblem is to infer information, where possible, from com-

(McNeill, Bundy, Walton, & Schorlemmer, 2003). The plan munication with other agents. For instance, in Example

deconstructor produces a justification for the plan, which i 1, an argument is added to the predicdeney of type

then used by the Shapiro algorithm. Paymentmethod The diagnostic algorithm can deduce,
The Shapiro algorithm traces back through the justificafrom the agent communication, th@reditcard is the re-

tion to determine where the value of the problem precondiquired instantiation and so instantiates this unknown -argu

tion was last changed. If this was a fact in the original on-ment in this particular theory object accordingly. All othe

tology, it removes this fact. If this fact was affect of a  instantiations of the signature objects have meta-vaz&dn-

previous action, it checks with the agent that performet! thasigned to them, as their correct instantiations cannot be de

action as to what it believes the value of the fact should be. duced. Circumstantial evidence can be useful here for deduc

ing default instantiations. However, for these instaidra

Summary of DiagnosisFigures 2 - 4 (together with the al- to be guaranteed correct, a human user of the ontology would

gorithm for dealing with failure after unsurprising questi ~ need to view these meta-variables and decide how best to in-

ing, which is not represented graphically here) providella fu stantiate them.

method for analysing the failure of an action during plaignin

In any circumstance, the algorithm is able to pin this falur Overview of Architecture

down to a specific mismatch described in the space of possi-

ble mismatches, though in some cases it must be a guess andors consists of various éfierent sub-systems: theansla-

in some cases is not precise. It is not always possible, due f&n systemthe planning systemthe agent communication

incomplete information, to use this diagnosis to implemensystemthediagnostic systerand therepair system Thera

a full repair to the ontology, though this is possible in manyexists as part of the agent communication system and is able

situations. However, these diagnostic algorithms proeide to call the other parts of the system as necessary. Figure 5

method for dealing with any possible cause of plan executioghows the interaction between the subsystems.

failure within the context of the problem as defined in this

paper. Whether the context as defined here is broad enou@'lOW of System

to be useful remains to be seen: this issue is addressed in theThe system is controlled by the. The flow of control

evaluation section later in the paper. is illustrated in Figure 6. When a goal is passed to the sys-

tem, the system reacts to this by translatingghreontology

Implementing repairs Sometimes signature repair will be into bothpeopL (Fox & Long, 2003) and Prolod. pppL is

a matter of refining a single signature object. In such cases standard representation for planning and is used by many

implementing the diagnosis simply involves altering the on modern planners. The planner thats uses is Metric-FF

tology in the appropriate manner. In most cases, signagdre r°, which has won many awards and is widely accepted as a

pair entails theory repair, because all theory objectstevrit leading plannerepol is less expressive thaar: although it

according to the original signature definition need to be al-

tered so that they are now written according to the new defini-  “ httpy//www.sics.sgsicstugdocglatesthtml/sicstug

tion. For example, if the definition of a predicate is changed ° http;/www.mpi-sb.mpg.dehoffmanniff.html
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Figure 5 Architecture and Interaction of thas

The planning agentef) calls upon modules for planning, diagnosis, repair anchskation. The planner forms
plans for specified goals, which is annotated with a justiftraof that plan with relation to the ontology. The
then attempts to execute the plan by passing requests tatém@al agents. If this fails, the diagnostic algorithm
is used to try to figure out what went wrong. Diagnosis may iregiurther communication with the external
agents. If a fault is detected then the repair module is asedpair the ontology. A variety of representational
formalisms are used by theffiirent modules, so the translation module converts one fiemanto another.

appears to be a first-order representation, it is in fact & firstem also provides a translation process for this but this is
order window onto a propositional domain. Thistdience simpler than the translation tepL because Prolog is also

in expressive power between the two representations may teefirst-order representation, so we do not discuss any of the
considered as indicating thatepL planner such as Metric- details of this. If repairs are necessary, these are peedrm
FF is not appropriate fosrs, but in fact this is a problem directly on thexir ontology. TherppL and Prolog ontologies
that is inherent and increasingly recognised in planning usare not altered, since these have been discarded, and if a fur
ing real ontologies. fcient, tractable planning cannot be ther goal is received, or the original goal is not yet reached
done with a representation as rich as first-order logic, @td y these will be regenerated from the new ontology.

standard planning representations are not expressivgganou  Once the translation process has createdthe and the

for representing ontological knowledge. Our approachi® th Prolog versions of the ontology, thethen calls the planning
problem is to use a rich representation for retaining knowl-system. This consists of the planner and the plan decorstruc
edge and to translate this processitoL when planning is  tor, discussed earlier in the paper. The planner first forms a
necessary. ThisppL ontology is then discarded when the plan from the translated ontology and this plan is then de-
plan has been formed and the translation is only one wayonstructed by the plan deconstructor, with referenceeo th
The diferences in expressiveness are dealt with, for examontology, and the plan, annotated with the justification, is
ple, through the introduction giseudo-variable® deal with  returned to thea.If the planner fails to return a plan, this is
the fact thabpoL cannot handle variables: the planner viewsreported to thea, and the process fails. This will occur if it is
these as constants and plans accordingly buttierprets  not possible to reach the goal from the initial state desctib
the plan knowing that they represent variables. For furthen the ontology, using the actions described in the ontalogy
details of this translation process, see (McNeill, Bundy, & This may happen the first time that the agent attempts to form
Walton, 2004). The agent platform is based on the Sicstug plan, or it may be that it was initially possible to form a
Prolog version of Linda (Patterson, Turner, & Hyatt, 1993),plan, but this plan failed to be successfully executed, and r
which is a set of language extensions based on a tUFJ'e'SPajS%lirs made to the ontology, as a result of that failure, tedul

A server acts as a blackboard where agents, which are Lindg a situation where it was no longer possible to reach the
clients, can write to, read from and delete messages. Thesgpal.

agents therefor_e need a Prolog ontology, WhiCh is used dur- Theps then attempts to execute the plan step by step. At
ing plan execution and can then also be discarded. The sygz;cp step, it locates the appropriate to perform the task,
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Figure 6. Flow of Control of theors

Thera translates the ontology, sends it to the planner and recdive plan. If this fails, the process terminates. If
it succeeds, then attempts to execute the plan. If this ends in success, tlegsderminates. If any plan step fails
to be executed, the attempts to diagnose the mismatch. If this is performedessfually, the ontology is altered

accordingly and retranslation and replanning is recommehclf it fails, the gfending part of the ontology is
marked as unusable and translation and planning beginsragi@hout it.

sends a request to that agent to perform the task and waits ftiie ra calls the diagnostic system to receive a diagnosis of
one of the following responses: the problem. A diagnosis is always returned: either a peecis

1. Information about the final outcome: diagnosis, if sfficient information is available to discover
¢ An indication that the action has been successfully perit, or else a diagnosis that one or more ontological objects
formed; should not be used in planning, as they are faulty in some
¢ Anindication that the action has failed to be performed; unknown way. The repair system is then called to implement

2. A request for further information: the diagnosis. The process is then repeated. The updated on-
o A fully instantiated predicate, for which the must give  tology is retranslated, and a new plan is formed, if possible
the truth value according to its ontology; an agent will eith  the refining of the ontology could mean that it is impossible
reply that this is true if it has information to indicate this to form a plan to achieve the goal. If a plan is produced, this
or that it cannot confirm the truth if it does not have suchis then executed step by step in the manner described above.
information; The process is repeated until the goal is achieved, or until
o A fully or partially uninstantiated predicate, which the  diagnosis, repair or replanning proves impossible.
must instantiate according to its ontology. If there is nt fa
in its ontology that corresponds with this, it replies thast  Complexity of System
is false.

If the response received from the is of type 2, thepa, The application of the diagnostic algorithm consists of a
after responding appropriately to it, waits again for one ofsingle traversing of the fault tree. It is never necessary to
the above responses. This loop continues until a respongetrace steps in the fault tree as we can determine at each
of type 1 is received. If the action succeeds, théhen at-  step which the best route to take is and even if we end in an
tempts the next step of the plan, until the goal is reacheduncertain diagnosis, we can be sure that this is the best di-
At this point, thera returns output to indicate that the plan agnosis available with the given information and that no re-
has succeeded, and terminates. If all the actions succeeaversing of the fault tree will befecacious. Therefore, if
the system is just performing planning within a multi-agentwe assume that the decision point at each node is in constant
system. Itis when failure occurs that the core abilitiesssf  time, diagnosis by fault tree is in constant time.
are called into use: diagnosis and repair. If any actioss,fail  The assumption that the decision at each node takes con-
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stant time is certainly not always valid; such decisionsusu We therefore divided the evaluation afs into two parts.
ally involve interaction with other agents and thus the antou The first part of the evaluation was to determine whether the
of time they take depends both on the communication infrasalgorithm was able to actually diagnose and repair the mis-
tructure and the amount of time another agent takes to pranatches that it is intended that it should: that is, does the
cess its response. However, such operations are outside aalgorithm work correctly? This was performed with ontolo-
control and we can therefore only give complexity estimategies created from dierent versions of real-world ontologies
for our algorithm dependent on such unknown constraints. as well as other ontologies we developed ourselves, so that
The exceptions to this are the cases in which the diagnosvery kind of possible mismatch was tested. The purpose
tic algorithm leads to the calling of the Shapiro algorithm. of this part of the evaluation was to determine that every
The application of this consists of tracing back through thekind of mismatch that we clairors can diagnose and repair
plan formation one step at a time and, at each step, checkirdjd prove, in practice, to be diagnosable and repairable by
the dfects of that step to determine whether the relevant factrs. This element of the evaluation therefore provided an
was altered by it. It is therefore linear in the length of theenvironment in which we could test whether our algorithm
plan. succeeded or failed at diagnosing and repairing mismatches
Other aspects of the system have much larger time conthat it is intended to be able to perform, and through this
plexity than this: for example, that of the planner is expene evaluation we can determine whether the algorithm is suc-
tial. We therefore only discuss the complexity of the centracessful. However, in order to determine the real value of

diagnostic aspects of the system. the algorithm, it is also necessary to determine whether the
diagnostic techniques that are embodied in the algorittem ar
Evaluation really the ones which are encountered in real life. We al-

ready know areas in which the algorithm will fail: adding

The nature of our system as illustrated in Definition 20ntological objects is sometimes impossible because there
means that standard methods of evaluating ontology matctis insuficient information; removing ontological objects is
ing systems, such as giving them as input two mismatchetisually impossible because their presence does not lead to
ontologies and determining how many of these mismatcheBlan execution failure and thus cannot be discovered by the
they discover and how long it takes them to do this, are irrel2lgorithm; certainly any ontological object that is not tpafr
evant.ors is not designed to deal with ontology mismatchesan ontology built according to Definition 4 cannot be cor-
in the abstract — to be able to discover any mismatch betweeigctly diagnosed byrs. The degree of failure that these
two given ontologies — but to track down specific mismatchedmply differs according to the type of failure: for example,
that are causing problems in an interaction. In order toieval @ failure due to the ontology not conforming to our definition
ate it, therefore, we must develop these interaction sitnat ~ Of an ontology is not really a failure of the algorithm itself
and then establish that the system can, in fact, track down arput rather a failure of scope of the context of the problem.
mismatches that cause problems. Additionally, the minimaHowever, if a large proportion of encountered mismatches
approach obrs, where mismatches are ignored except whergre not those that are diagnosable by the algorithm, then its
they are discovered to be causing problems, means that w&lue must be questioned. The second part of the evaluation
cannot simply input two ontologies tes and see how many Wwas therefore to determine, for large real world first-order
of the mismatches between thems can discover.ors is  ontologies available in flierent versions, how many of the
intended to ignore mismatches that do not lead to communimismatches between them would be diagnosablerbyWe
cation problems, and we therefore need to set up this comtherefore divided them into categories determining whiich,
munication environment where mismatches between agentey were the cause of plan execution failure, would be diag-
actually lead to plan execution failure to establish howlwel nosable and repairable bys and which would not (and, for
ors performs. This means that it is only possible to eval-such mismatches, why not). The first part of the evaluation
uate it in a situation in which we have disparate agents inhas already verified that, for all kinds of mismatches that ar
teracting in a multi-agent system, with one agent acting aslassified as being one thats can diagnose and repaiis
pas and one or more acting asas. In order to determine can actually do this. We present below the statistics derive
howors performs, we must have agents with ontologies fromfrom these results and discuss what they mean: which fail-
which they can form plans to achieve a given goal and, in th&lres point to flaws in the theory, which to limitation of scope
execution of these plans, interact with agents who have orand which can be considered irrelevant.
tologies which are not only slightly mismatched to theirs bu  In undertaking the first stage of the evaluation, we first
with mismatches that occur in relevant places, so that thesested the performance of the system on sevéeréint on-
particular actions bring them to light. Bérent versions of tologies, where thea had a slightly diferent version to the
large ontologies tend to have a large number of mismatchesther agents with which it was interacting. Three of these
between them; however, it isfticult to testors against all  were based onfbBthe-shelf ontologiessumo, ps. and akr.
of them, as this means we need to develop an interaction siffhese ontologies were altered so that their format matched
uation in which each mismatch leads directly to a problemthe expected input format for the system and so that there
Two mismatched ontologies are nofistient input to evalu- was some kind of planning format overlaid on them: all of
ateors; we must also allovers to operate in an interaction these ontologies (like most publicly available ontoloyje®
situation in which mismatches may come to light. static and do not include action rules or many individuats an
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thus cannot immediately be used for planning. However, wehat we have explicitly ignored: compound mismatches and
believe that this imposition of a planning context does notrandom changes; otherwise we assign them to 3a. Under
lessen the value of these results because this doedtaot a such circumstances, mismatches being assigned to 3a is the
the ontological mismatches thats is diagnosing and repair- worst outcome; nevertheless, a large number of mismatches
ing; it is simply adding extra ontological objects, suchmas i being assigned to 3b would indicate tbat is not especially
dividuals and action rules, so that these mismatches cem forwell adapted to the task it is attempting to perform. A large
part of the communication between the agents. These thremimber of mismatches in 3d does not directly provide a poor
ontologies are all first-order and written ke or a similar  outcome foiors, since we have made and justified a decision
representation. However, none exactly matched the resdric to limit the ontologies with whiclors can operate.
KIF used byors and they therefore had to be altered slightlyto  We summarise our results in Figure 7, where the propor-
be used as input to the system. This merely involved removtions of mismatches that fall into each category are illus-
ing the detail from complex class definitions and ignoringtrated. The complete ontologies from which these results
ontological objects that contained quantification. It dat n  came, and the complete set of their mismatches, can be found
involve changing the mismatches we were testing. The othehrough links from the project website. The mismatches on
four were based on planning scenarios taken fronetheer  the website are highlighted to illustrate which categorghea
(European Network of Excellence) repositérput we did  mismatch falls into.
not have diferent versions of these ontologies available and
had to create the mismatches between these ontologies. V¥nalysis of Results
were able to demonstrate thak could successfully perform
all the mismatches described earlier in this paper: see the The results illustrated in the pie-chart indicate a reason-
project webpagé for details. ably good performance fasrs: it can perform 38.8% of
When considering the second part of the evaluation, well mismatches. If we consider ongjgnificantmismatches,
define four diferent categories into which mismatches maythat is, ignoring categories 3c (alterations to commersimg)
fall, one of which is further subdivided: other changes that are not directly to the ontology) and cat-
1. ors could refine the mismatch because the mismatclegory 4 (which are impossible to evaluate), we find that
fell into one of the categories we have demonstrataccan  can perform 45.0% of the mismatches. If we consider only
deal with: e.g., changing the arity of a predicate was appro- relevantmismatches, that is, ignoring categories 3d and 3e,
priate; which are specifically outside the scope of the system, we
2. ors could not currently refine the mismatch, but mi- find thators can perform 70.8% of the mismatches. Here,
nor changes to the system would allows to refine it:e.g.,  we discuss the kinds of repairs that fall into each of the-cate

changing the class of an instance gories.
3. ors could not refine the mismatch. This is because: e Category 1(ors could refine the mismatch)

() ors did not have sfiicient functionality:e.g., double  The evaluation illustrates that a wide range of the potentia
implication was altered to single implication mismatches we identified can actually be found in these on-
(b) This particular mismatch is outside the scope of therologies. Additionally, we see that a fairly high proportio
project:e.g., a compound mismatch of mismatches fall into this category, despite the fact that
(c) This mismatch is irrelevant to an automated systemihese ontologies are written in affidirent representation to

e.g., a change to commenting or formatting the one required foors, are not designed for planning and

(d) This mismatch could not occur in the restrictegithat  have been altered on the assumption that these changes will
ors is designed to usee.g., a change to a complex class be interpreted by human users.
definition e Category 2 (ors could refine the mismatch after small
(e) This mismatch could not be highlighted in a planningchanges)
context:e.g., an instance is removed from the ontology ~ Only 6.5% of mismatches fell into this category. All of these
4.. The information we had about the mismatch was in-fell into three diferent groups:
suficient to diagnose which of the above categories it woulds Changing the super-type of a type;
fall into. e Changing the type of an instance;
From the above categories, it is clearly desirable that as Adding relations to the ontology:
many as possible fall into category 1; such mismatches in- e Category 3a(ors did not have sfiicient functionality)
dicate a successful outcome faws. However, given the as- The results in this category are very low, which is a good
sumptions we have had to makedrs and the unsuitabil- result forors. In fact, only two of all the mismatches fell
ity of the ontologies against which it is evaluated, it is ® b into this category.
expected that many will fall into categories 3b- 3e. A poore One was concerned with a double implication in a rule be-
outcome forors would be represented by many mismatchesing altered to one-way implicatiorors does not deal with
falling into category 3a. It may seem fairly arbitrary wheth  double implication because this is not standard in action
mismatches are assigned to category 3a or category 3b: israles.
mismatch unrefinable because it is outside the scope of the
project, or becausers does not have dficient functional- ® httpy/scom.hud.ac.yklanetrepository
ity? We assign mismatches to 3b if they belong to categories 7 httpy/dream.inf.ed.ac.ygrojectgdoy
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Each segment of the piechart represents and is labelled byobthe mismatch categories defined in the above
classification. Its size represents the proportion of eXemspf that kind of mismatch found in the ontologies we
analysed.

Figure 7. Results of the Evaluation oks

¢ An individual was altered to be a typers does not con- ing removed from the ontology.

sider mismatches betweerfigrent types of ontological ob- e Category 4 (insyficient evidence to properly classify
jects. mismatch)

e Category 3b(the mismatch is outside the scope of the
project) Related Work

The percentage of mismatches that fall into this category I
is far larger than the percentage of those that fall into the Ift an be fe”en ;;t)m ?Gf[f'n,'[tr'lo?s fltanéi_t_z thlat O,l[JrI work
previous category: nearly 9% of all mismatches, fell into'S tu?f amené’;\t%/ erent to % to ra tlhlor:a on oogyh
this somewhat undesirable category. We consider these migratening, and theé comparison between the two approaches

matches to be outside the scope of the project because th ould be clear from the |ntrc_>duct|qn to th"?’ paper. .We
fall into one of two categories: erefore do not repeat that discussion in this section; see

i . . i (Campbell & Shapiro, 1998; Wiesman, Roos, & Vogt, 2002;
* Mul_t|p|e interacting mismatches; Doan, Madhavan, Dhamankar, Domingos, & Halevy, 2003;
e Arbitrary changes to the ontology. Giunchialia & Shvaiko. 2003: Kalfoalou & Schorl
e Category 3c (the mismatch is irrelevant to an auto- |unc_: glia & Shvaiko, . » ralfogiou choriemmer,
mated system) 2003; Giunchiglia, Shvaiko, & Yatskevich, 2005) for furthe

Mismatches that fall into this category are not really iatgf de{/?/llsbatl)put tr;;]s ?throach. fic. pi | i i
ing to the evaluation. However, the fact that they occur rea- € i'?ve tal IS pr?ghma IC, p|ecei_—r2ea, age?h-cenhnc
sonably frequently (11.4% of all mismatches) indicates tha@pPproach o ontology matching IS novel, Rowever, there has
there is much information in these ontologies which is notbeen work on structural mismatch in other contexts. (Visser
readable automatically by agents that cannot interpret-nat Jones, _Bench—Capon,_& Shave, 1998) presents a method of
ral language, and that soméat is put into updating this assgssmg_heterogen_eny between.ontologles and.|s catcern
information. This is a reflection of the assumption that thighOt Just Wlttfl:l]' semakntllg:kbut als;o thtr|1 structutrar:.m|sr|natl£:he?.
information is relevant only to human users. If automated 1oWever, this work, like most ontology matching, looks a
systems perform this task more commonlffog will be Fhe proplem of comparing two complt_ate ontollogles before
put into explaining these changes using ontological otaject'mer""ctlon commences and Is Interesting onlyin assessmen
where possible, rather than through commenting. of heterogeneity rather than in matching and repairing on-

e Category 3d (the mismatch could not occur in re- tolog_ies. (_KIein, 2.001) provide.s.an analysis Qf problermt_an
strictedkrr) solutions in the field of combining and relating ontologies,

This category is relatively common, largely due to the fact>0Me of which oyerlaps with our interests. However, the
that the complexir class definitions that we exclude from a}pproaches_ mentioned are again interesting in aligning en-
our representation occur fairly frequently tire ontologies and are not fully automated. The scope of

: P, . the approaches is much broader than our scope: for exam-
a p?aﬁr%fgg%tse%tt)he mismatch could not be highlighted in ple, mismatches betweenfiirent languages are examined,

These mismatches are exclusively concerned with objeets bé‘nd this is p_ossmle because a much higher level of human
involvement is assumed.
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In the field of database integrity, the problem of incom-consider the central focus oks: representational change
plete information and inconsistency can lead tfiiclilties  when it is discovered that the current representation is not
in the task of query processing, and much work has beeappropriate to describe the world. We also do not tackle the
done in this area (Cali, Calvanese, Giacomo, & Lenzeriniproblem of plan repair: insteadgs repairs the ontology and
2002). Work on maintaining the consistency of databasethen plans from scratch using the new ontology. Incorporat-
after data has been integrated from multiple sources usung some of this work on plan repair intes may lead to a
ally focuses on tuple insertion and deletion (Greco, Grecomore dficient system.

& Zumpano, 2003). However, some work has been done on

value modificationwhere tuples referring to similar things Further Work

but structured and labelled ftérently are merged (Bohan-
non, Fan, Flaster, & Rastogi, 2005). This is in some waysﬁn

similar to our work on ontology alignment; however, this L i
work depends on pre-defin@tiusion dependencieshich and simplifications made so that we can reduce this complex

detail how a schema from one database matches a schefiiPPlem to something that is tractable. The further work we
from another database, as wellfasictional dependencies wish to do withors involved removing these assumptions

which detail dependencies within a schema, and these alaéwl simplifications, thereby making the system more appli-

key in determining matches and repair: this has no paralle‘fable.to an environment such as the Semantic Web.
This work would include:

in ontology alignment. Additionally, there is full access t S .
both (all) databases and (manually derived) weights giving *_nvestigating the use of fulli with ors, rather than the
estricteckir we are currently using, and investigating its ap-

information as to how accurate each datum is believed to b lications 1o oth toloaical tati s A
(Wijsen, 2003) also deals with the problem of inconsistent’!'cations to otherontological representations su .
(gjﬂiculty here would be whether these other representations

tuples in databases, focusing on repairing them so as to r Id be rich h for the planni . i
tain as much pertinent information as possible rather thaw(t):rest:drilr? enough for the planning environment we are

deleting them from the database to maintain consistency. Al L - .
¢ Investigating a more sophisticated approach to imple-

difference from our work is that the target tuple is not clear: . . .
g P menting the repairs on the ontology. Perhaps altering the

there may be many ways of altering a tuple so that it be-

comes consistent. In our case, however, there is a clezﬂal’ctargomoIOgy and disposing of the old one is not always the best

— the representation of the other agent — which we are ainf-ipproa‘:h: dferent ontologies may be appropriate iffel-

ing towards. This work is also concerned with inappropriateent situations and with ferent agents; older versions may

instantiations of tuples that violate integrity consttai(for prove to be more correct and could be reverted to, and so on.

example, one date argument ought to represent a later time * ?ntol&glc?rll mlitr:gakt)ches CIOUId be negotclja:e% bgtv;/ﬁen
than a second date argument and does not) and does not gients, ratherthan €ing always assumed o be in the

dress, as we do, mismatches in the underlying signature (fd/yrong._ . -
example, the argument ought not to be a date at all) e Diagnosticrestrictions could be relaxed, such as the fact

) . . . that we do not deal with compound mismatches.
The field of constraint mapping and dynamic query trans- . . . : . . .
: ; g e Plan repair based in conjunction with ontological repair
lation focuses on an area that is to some extent similar tQ : . .

. . : may prove more ficient than replanning from an improved
our work. However, constraint mapping, like much ontol- s . :

. : .ontology; this should be investigated.
ogy matching, tends to focuses on concept mapping, and in : .
e ors focusses almost exclusively on structural mis-

addition makes use of specific user-provided mapping rule .
(Chang & Garcia-Molina, 1999), and thus cannot be consid-ﬁ"amhes (where terms are composeitedently) rather than

ered to be a general, fully-automated approactrass. Al- semantic mismatches (where individual words are used dif-

though in general this work does not deal with predicate ma ferently). We made this decision because of the large body

ping, (Z.Zhang, B.He, & K.C.-C.Chang, 2005) introduces anof work that has already been done in semantic matching.

attempt to provide this functionality. However, this wosk i CH(?ng\rlstré \t/SorrEZkI?él;Sd p:ja(;::é:zﬂlg su:nigjrl{ti(\:l\/;:tce:ﬁidn tOS(I)n;hat

domain specific rather than general, and the predicates ir2)_Rslocan match terms t};wat are both structurall andgseman-

volved are rather dierent to our notion of predicates: they .. v di We h b initial Y Lo

are really query templates. Additionally, there is alsoeacl tica yh |f_f§rent.f © Iave egun ﬁom% |n|t|a_|nvest(|jgat|?ns

source and target predicate, so that it is not necessany, as Irﬂte?n': s?rl:c?fra? rriii?nizgtihmgl? dgert1ti$ie%| Oi{;av(\:/}lt?lnsgiqe-(;fe- ine-

OR?Atr?oS{ﬁZ:Cir;] Ig:easrt]ir?pprgféﬁf izr?/:/jcﬁekui;o T:;C?etoéir in the-art semantic matching (Giunchiglia, Yatskevich, & Mc-

multi-agent systems ?Kfogt & Weerdt 20056? 2005tr>)) Like-Ne”I' 2007)& howgverifwe have not yet extended this to be
; S > " ncorporated irors itself.

our work, this focuses on executing plans in a muItl—agen{ P RS

scenario with limited access to information, and on dealing Conclusion

with plan execution failure when it inevitably occurs. Like

ors, this work considers the need to alter preconditions and In this paper, we presented our systesrs, the theory

effects of action rules and the removing of propositions al-underpinning it and some experimental results. We believe

ready in the agent’'s knowledge base (or ontology) in lightthat not only is our approach novel in the ontology matching

of new information from the world. However, they do not field but that our interpretation of the what the problem is

ors is intended to be a first approach to the problem de-
ed in the paper. As such, there are many assumptions
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also novel. ors is designed as a system to be used by arGiunchiglia, F., & Walsh, T. (1990). The use of abstractiomiito-
agent attempting to use its ontology to help it interact with  matic inference Proceedings of UK Conference on Information
the world. The expectation is that the ontology is an aceurat  Technology (IT-90)

and full representation of that world, but this expectaiion Giunchiglia, F., Yatskevich, M., & McNeill, F. (2007)Structure
almost never valid. In reality, interaction with the worldliw preserving semantic matchingech. Rep. No. EDI-INF-RR-
repeatedly highlight flaws in the ontology. When these flaws_ 0955). University of Edinburgh: Informatics Research Repo
lead to failure to achieve goals, such agents can catiren ~ C€c0. G., Greco, S., & Zumpano, E. (2003). A logical framewo
to use whatever information can be gleaned from the inter- or querying and repairing inconsistent databasB&E Trans-

action to diagnose and repair the ontological fault that led ?chsms on Knowledge and Data Engineefing6), 1389-

to this interaction failure, and to then rgplan with this im- ayes-Roth, F. (1983). Using proofs and refutations toniéam
proved ontology and attempt once again to reach the goal. experience. IMachine learning(pp. 221-240). Palo Alto, CA:
We have presented evidence of hows performs against Tioga Publishing.

genuine mismatched ontologies and demonstrated that su@alfoglou, Y., & Schorlemmer, M. (2003). If-map: an ontojog
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ways in which this work could be extended to provide amore ©f problems and solutions. In A. Gomez-Perez, M. Gruniger,
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