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ABSTRACT

Recently, the basic functioning of monitoring in internet of things (IoT) is to apply the monitored data 
to the database for the regular analysis through mobile or computer platform. The purpose of this article 
is to highlight the application scope of IoT knowledge and to present the model of agricultural IoT for 
prediction by studying the influence of IoT technology towards modern agriculture. In order to explore 
the uncertain characteristics of the development of agricultural mechanization, the evaluation index 
system is simplified through the existing rough set theory. The neural network model is established 
with five random provinces and cities in 31 provinces and municipalities as test samples. By comparing 
the data of the neural network model established before and after the reduction, the results show that 
the index coefficient is reduced by about 60% based on the fixed information before and after the 
reduction. The simulation evaluation accuracy established by the artificial neural network model is 
100%, which is consistent with the results of the original index system.
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1. INTRodUCTIoN

At present, the economy of China has developed rapidly, and new technologies have played a 
significant role in the field of management and agricultural. China is a big farming country in 
the world. When compared with other advanced countries, there is huge scope of improvement in 
agricultural development which is still lagging behind China (Bu & Wang, 2019). There is still plenty 
of improvement required in terms of capital investment considering the challenges in infrastructure 
construction, which can improve the current situations provide better infrastructure of agricultural 
(Xu et al., 2020).
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Implementing IoT technology towards the process of agricultural development can successfully 
increase the strong development of China’s farming production. The agricultural IoT is one of the 
most complex system as it involves the study of multidisciplinary fields. Currently, with the constant 
expansion of recent technology, existing farming technology, communication and smart devices have 
been widely implemented in agriculture (Ayaz et al., 2019). The crucial technologies of the agricultural 
IoT is further distributed into multiple layers, that includes transport layer, sensing, application and the 
processing layer. The development of IoT and artificial intelligence plays a significant role in solving 
the issues related to architecture and perception for the deployment of smart device and problems 
associated to them. The constant advancement has modernized the agriculture domain and improves 
the agricultural production through efficient management. This is a requirement for the continuous 
development of agriculture technology and its wide acceptance. The modern agricultural technology 
can not only effect the reduction in cost agricultural process, but also provides the improvement the 
improvement. Currently in China, with the advancement in technology and adoption of various smart 
devices towards agriculture the IoT technology has continuously enhanced its place in recent farming 
management, and its application collection is also increasing (Li et al., 2019).

The development of agriculture is the stepping stone of the country’s development of 
mechanization, and it is the only criterion to measure the development of agricultural mechanization 
in a country (Gao et al., 2017). The standards for the development of agricultural mechanization 
can be derived from the amount of peasants’ cultivation and the harvest status after autumn. For the 
standard assessment of agricultural mechanization development, it can be judged from four aspects: 
comprehensive index method, scoring method, analytic hierarchy process and fuzzy evaluation method 
(Dogra et al., 2020; Selvi & Chandrasekaran, 2020). Because it is necessary to collect some data and 
information for use, and it is difficult to collect this type of data. These four identification methods 
are not accurately judged. Only approximate probability methods are used. At the same time, the data 
collection process is more complicated, especially in small areas. The development of agricultural 
mechanization in China is difficult to implement.

This research mainly discusses the uncertain characteristics of the development of agricultural 
mechanization. Based on the original multi-level fuzzy comprehensive evaluation method. The 
technical advantages of artificial neural networks and rough set paradoxes are combined, and a method 
based on neural network and rough set paradoxes is proposed. Evaluation methods, mechanization 
level and actual evaluation and testing.

The rest of the manuscripts is organized as the most recent work and recent advances in the 
field of smart agriculture is discussed in Section 2 i.e., Literature Review section. The proposed 
architectural model for mechanization is discussed in section 3 which includes the index selection 
and index evaluation processes. The result and analysis of the proposed model is described in Section 
4 which includes the topology of the feed forward neural network for agriculture mechanization. At 
last the conclusion from the observed results is described in section 5.

2. LITERATURE

With the continuous development of IoT technology and its support towards various application 
relevant to agriculture that solves the issues related to agriculture are discussed (Roopaei et al., 2017; 
Sharma, Kumar, & Kaur, 2019). China is presently in the translational where the modern agricultural 
equipment’s are utilized and deployed. The deployment of this modern technology along with the 
combination of agricultural information approach for the continuous development of industrial chain 
of agricultural application (Lakhwani et al., 2019; Sharma, Singh, Sharma et al, 2019). The adoption 
of IoT technology and artificial intelligence not only strengthen the links between agricultural domain 
and scientific research but also requires scientific research departments to strengthen the efforts to 
break through the agricultural IoT technologies in dissimilar departments (Sinha et al., 2019; Xie et 
al., 2020).
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Fei et al. proposed a rough set prediction analysis method for the thermal insulation performance 
of composite walls in hot summer and cold winter areas in order to improve the accuracy of the 
algorithm. Firstly, the structure and parameters of three kinds of walls used in the study are given, 
and the corresponding thermal insulation physical model and the existing problems are described. 
Secondly, the rough set is introduced and combined with its advantages in dealing with uncertain, 
inaccurate and incomplete data, to realize the evaluation and analysis of the insulation performance 
of composite wall. Finally, the effectiveness of the proposed method is verified by simulation 
experiments (Fei et al., 2019).

Lei et al. proposed a comprehensive indoor air quality evaluation method combining rough set 
with wavelet neural network. The original data of environmental parameters affecting the indoor 
air quality of shopping malls were obtained through field tests of indoor air in 6 shopping malls in 
Beijing, Wuhan and Guangzhou. First of all, the roughness set is used to reduce the dimension of 
the features that affect indoor air quality, remove the unimportant features, and obtain the important 
environmental parameters that affect indoor air quality. These important environmental parameters 
are taken as the input parameters of the wavelet neural network. Then the structure of wavelet neural 
network is determined and the model of indoor air quality evaluation based on rough set and wavelet 
neural network is established. Finally, the model is applied to the evaluation of indoor air quality 
in shopping malls (Lei et al., 2019). Xie et al. designed a portable system based on adaptive neural 
network, which can obtain sound quality evaluation results similar to those of human foremen. The 
system consists of binaural microphone, signal conditioning unit (SCU) and mobile phone. First, the 
sound is sensed by binaural microphones, processed by SCU and collected by mobile phones. After 
noise reduction, the objective parameters of initial sound quality are calculated, and then the accurate 
objective parameters are obtained from the initial parameters through the trained neural network 
model. To train the model, a portable system and a head system were used to simultaneously collect 
sound samples as input and output sample sets under different conditions. After pre-processing the 
input sample, the wavelet entropy eigenvalue based on the best TR is obtained (Xie et al., 2019).

3. dESIGN oF SMART AGRICULTURAL ModEL

One of the appllication of Internet of Things technology is agricultural IoT for the production of 
agricultural products and management of agricultural equipments alonog with data synchronization. 
The technology utilizes identification system, GPS enabled smart devices, data collection on real 
time basis, and its analysis on regular basis through cloud computing for knowing the agricultural 
production and livestocks. The information is transmitted through wireless means utilizing Wireless 
Sensor Networks (Sharma et al., 2017). The collected information from the field is processed and 
analysed for acquiring the useful information through automation of agricultural automation and 
intelligent management. The agricultural automation leads to achieve high production yields of better 
quality with higher efficiency. To achieve the efficieny of higher quality products and the architecture 
of the agricultural model based on IoT is categorized into three layers: recognition layer, network 
layer and processing layer.

Figure 1, represents the architecture model of smart agriculture based on Internet of Things. The 
architecture represents three layers of operation where working is carried out from layer 3 to layer 1. 
The layer 3 is based on the deployment of smart devices in field of interest (agricultural land). The 
deployed devices collects the field data on real time basis and transfers the sensed information towards 
respective cluster heads. The layer 2 is responsible for the communication of sensed field information 
towards first layer of operation. This layer communicates information wirelessly considering quality 
of service parameters into account. The layer 1 gathers the field data and stores the entries on real 
time basis on cloud platform for the analysis and decision making.

The overall structure of the proposed architectural model is depicted in Figure 2. The information 
collection is carried out through the deployment phase which consists of wireless nodes that integrate 
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Figure 1. Architecture of smart agricultural model based in Internet of Things

Figure 2. Structural diagram of the proposed agricultural system
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various sensor nodes for the collection purpose. The collected information from the field is regularly 
by defining the working frequency, and then the acquired data is communicated wirelessly to the 
control station. The collected field data is transferred to the control station through cluster head and 
sink node. The cluster head collects the data from their respective group of sensor modules and 
transfers the information to the sink node. The sink node further communicates the data to control 
station. The proposed system implements various topologies for the network transmission. The 
architecture uses intelligent network for which wirelessly uploads the data to control station and 
further which is stored and analyzed. The intelligent network topology is efficient in dealing with 
long range communications and consumes less power.

3.1 Principles for Index Selection
The important sign of the degree of regional agricultural modernization is the development level 
of agricultural mechanization, which reflects the degree of agricultural production mechanization, 
which directly affects agricultural production efficiency, crop yield and agricultural output (Zhao, 
2019). Saving labour, saving resources and improving the efficiency of agricultural labour production 
play an important role in the development of regional agricultural mechanization. The purpose of the 
establishment of the evaluation index system for the development level of agricultural mechanization is 
to provide a basis for the quantification of the development level of regional agricultural mechanization 
and the analysis of its evolutionary trend (Chen et al., 2020). The following regulations should be 
followed when the agricultural mechanization level indicator is established:

It reflects the input of agricultural mechanization and the output function of agricultural 
mechanization in agricultural production. The input and output elements included in the indicators 
are capital, labour, energy, technology, etc., as well as crop yield, crop output value and income.

i.  The progress of agricultural mechanization is restricted by many factors such as social economy, 
technology, education level and social structure. Therefore, the formulation of evaluation 
indicators should be considered from multiple angles and levels.

ii.  Due to the differences in social economy, resources, development level and technological level 
among different regions, the existing methods should be referred to while regional differences 
should be considered when formulating the index system. According to the actual situation of 
different regions, formulate an index system suitable for local development characteristics.

iii.  Due to the differences in different regions between social economy, energy, development level and 
technological level, current methods should be considered when formulating the index system. 
Develop an index system in line with local characteristics in accordance with local conditions.

3.2 Evaluation Index System
Based on the exploration of relevant documents at home and abroad and the actual situation 
of agricultural machinery in my country, according to the task requirements of the agricultural 
mechanization department of the Ministry of Agriculture, it is proposed to adopt a quantitative and 
qualitative integration method for the development level of agricultural mechanization, and establish 
a fuzzy clustering model of mechanized classification. At the same time, this model is used to carry 
out a classification study on the development level of agricultural mechanization in the national and 
provincial cities (Bahnas & Bondok, 2019). The evaluation index system consists of 2 levels, 6 aspects 
and 10 indexes. The details are shown in Figure 3.

After appraisal and exploration, expert discussion and command department, the weights of six 
aspects have been determined, and the index definition values   shall be determined according to the 
actual situation. Using the analysis of the principle of fuzzy clustering, the results of the classification 
and evaluation of the level of agricultural mechanization in China in 2016 were obtained as presented 
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in Table 1. The development level of agricultural mechanization is divided into four types of regions 
as presented in Table 2.

From the data analysis in Table 1, although the evaluation index system and analysis model 
of agricultural mechanization development level have been established, the analysis workload 
of collecting dozens of data in a region is relatively large, and some data may not be collected 
(Thakur et al., 2020). Regardless of whether these indicators are necessary, whether the indicator 
system can be improved, and more accurate classification results can be obtained with fewer 
indicators. For this reason, artificial neural networks and rough set paradox methods are used to 
establish agricultural mechanization level evaluation indicators and evaluation models. Simple 
system (Yuanzhi et al., 2018).

4. RESULT ANd ANALySIS

The classification and evaluation of the development level of agricultural mechanization shown in 
Table 1 is essentially an information system. In order to facilitate the discussion, first expressed the 
knowledge of the information system. Each row in the table represents a decision criterion, and each 
column represents an attribute. In the first column of the table, using 1, 2, 3 and so on. Article 32 
indicates that there are 32 rules for evaluating the development level of agricultural mechanization. 
In the first row of the table, from left to right, use a, b, c, d, e...J to represent the operation level, 
and the staff structure level...K to represent the evaluation results of 10 evaluation indicators such 
as education level. Therefore, Table 1 can be expressed as an information system T=(U,A,C,D), the 
domain U is a theory, C = (a, b, c, d, e, f, g, h, i, j) Is the condition attribute set of the information 
system, D={k} is the decision attribute set; A=C∪D.

Implement knowledge reduction through rough set theory for the information system shown in 
Table 1.

Figure 3. Agricultural mechanization level evaluation index system
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i.  Rule reduction: Delete duplicate decision table rules in the rule row. Since the information 
presented in rules 2, 3 and 10 is completely consistent with the results, rules 3 and 10 are omitted.

ii.  Attribute reduction: Remove unnecessary columns from the decision table. From the decision 
table of the information system, delete the attributes in the attribute set one by one, and then 

Table 1. The agricultural mechanization level in mainland China was classified and evaluated in 2016

S. 
No. Place name a b c d e f g h i j k

1 China 2 2 2 3 2 2 2 3 3 3 2

2 Beijing 1 1 1 1 1 1 1 1 1 1 1

3 Tianjin 1 1 1 1 1 1 1 1 1 1 1

4 Hebei 1 2 2 2 2 2 2 2 2 2 2

5 Shanxi 2 2 1 3 3 3 3 3 2 2 2

6 Inner 
Mongolia 2 3 4 2 1 3 3 3 1 2 2

7 Liaoning 1 1 1 1 2 1 2 2 2 1 1

8 Jilin 2 2 3 1 1 2 2 2 1 2 2

9 Heilongjiang 1 1 2 1 1 2 2 3 1 1 1

10 Shanghai 1 1 1 1 1 1 1 1 1 1 1

11 Jiangsu 1 1 1 1 2 1 1 2 3 2 1

12 Zhejiang 2 2 1 2 3 1 1 1 4 3 2

13 Anhui 2 3 4 3 3 3 3 3 3 3 2

14 Fujian 3 2 2 1 3 1 2 2 4 3 2

15 Jiangxi 3 3 4 3 2 3 2 3 2 3 3

16 Shandong 1 3 2 2 2 2 2 2 3 3 2

17 Henan 1 3 3 3 3 3 3 3 3 2 2

18 Hubei 3 2 3 2 2 2 2 4 2 2 2

19 Hunan 3 3 4 3 3 3 2 3 4 3 3

20 Guangdong 3 2 1 1 3 1 1 1 4 2 2

21 Guangxi 3 4 4 3 4 3 3 3 4 3 3

22 Hainan 4 4 4 1 3 2 3 3 2 2 3

23 Chongqing 4 3 3 4 3 3 3 4 4 4 3

24 Sichuan 4 4 4 4 3 4 3 4 4 4 4

25 Guizhou 4 4 4 4 4 4 4 4 4 4 4

26 Yunnan 4 4 3 4 4 4 4 3 4 4 4

27 Tibet 4 4 4 4 4 3 4 4 4

28 Shaanxi 2 3 2 4 4 4 4 3 3 2 3

29 Gansu 2 3 3 4 4 4 4 4 2 4 3

30 Qinghai 2 3 2 4 4 4 4 4 3 4 3

31 Ningxia 2 3 3 3 2 4 3 3 1 3 3

32 Xinjiang 1 3 3 1 1 2 3 2 1 3 2
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check the decision table for each deleted attribute. If there is no new inconsistency, the attribute is 
reducible (that is, the decision table after deleting the attribute has the same value as the original. 
The same decision effect as the decision table). Otherwise, the attribute cannot be cancelled. 
This method is called attribute reduction data analysis method.

The topology of the architecture based on multi-layer perception feed forward neural network 
is depicted in Figure 4.

Based on the availability of data and considering the most representative data among all, set 
of input items which includes the certain explanatory parameters, were elected as the premium 
candidate of inputs for all the outcomes. The data is checked for its representativeness for the uniform 
distributions. The feed forward regression technique is employed for different collected input values in 
order to achieve mechanization functions as output. Considering training process selective parameters 
are transferred to the artificial neural network model. The selective parameters represents essential 
factors for an efficient agricultural system and furthers these factors are indicated as the mechanization 
status. The observed results produces superior performance during the learning process. Underlying 
the concept of mechanization, level of mechanization and mechanization index were computed in 
order to evaluate the characterization of agricultural system.

Table 2. Regional classification of agricultural mechanization in mainland China in 2016

Category Area

One type
north Beijing, Tianjin, Heilongjiang, Liaoning

south Shanghai, Jiangsu

Second category
north Xinjiang: Hebei, Henan, Jilin, Shandong, Inner Mongolia, Shanxi

south Zhejiang, Anhui, Guangdong, Hubei, Fujian

Three categories
north Ningxia, Shaanxi, Qinghai, Gansu

south Hunan, Jiangxi, Guangxi, Hainan, Chongqing

Four categories Sichuan, Guizhou, Yunnan, Tibet

Figure 4. Topology of network based on feed forward neural network
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There exists multiple structures of ANN various frameworks for the purpose of classification. In 
this proposed work MLP which is a multi-layer perception is adopted where the number of neurons 
are arranged to several layers. The first layer is fed by the different patterns of input data and termed 
as input layer and the outcome provides the reactions for each pattern of input and termed as output 
layer. There exists various hidden layers in between the input and output layer as depicted in Figure 4.

The ability of generalization of multi-layer perception can be determined by the number of hidden 
layers. Hence, multi-layer perception is utilized as an important tool which identifies the relationship 
among the various datasets.

To check the performance of the optimal architecture of feed forward artificial neural network, the 
architecture network is trained for different units ranging in between 0 to 20. The network is trained, 
then tested and validated for each of these units. The subset is validated for 10 number of patterns and 
these patterns were not implemented initially during the phases of training and testing. The subset 
was adopted for computing the relation among the observed outcomes from neural network model 
with the outcomes observed from the computation of Equation 1 and Equation 2. The architecture of 
network along with the hidden layers were concurrently trained and tested for various units ranging 
between 0 and 20 for the subsets. The testing dataset is thereby utilized for measuring the accuracy 
of proposed feed forward artificial neural network for agricultural mechanization. Figure 5 depicts 
the computed relationship among the architecture output and actual measured output using equations 
1 and 2. It is observed from the experimentation that the network comprising with 2 to 8 hidden 
units presents higher performances. The performance is validated for various hidden layers, and it is 
observed that single hidden layer presents better results.

Figure 6 depicts the outcomes of sensitivity analyses based on level of mechanization and 
mechanization index respectively. The sensitivity is analyzed for various inputs of ANN which 
comprises of (a) Level of Ploughing and Sowing, (b) Proportion of Primary Industry, (c) Share 
of Primary Industry in GDP, (d) Average Output Value of Agricultural Labour, (e) Average Grain 
production, (f) Per Capita Gross Domestic Product, (g) Annual Net Income per Capita of Farmers, 
(h) Proportion of Cash Expenditure on Farmer’s Living Expenses, (i) Area planted, (j) Proportion 
of Employees with Upper Secondary Education and (k) sum of costs. For assessing the validity of 
proposed model based on neural network, the sensitivity is analyzed for both level of mechanization 
and mechanization index. The sensitivity of the proposed model were analyzed by observing and 
matching the outputs created at validation stage with the observed values. The proposed model was 
trained by eliminating one advisory constraint at a time and keeping other items constant for each 
pattern. Based on the observed sensitivity for each output only those parameters were elected that 
presents most effect towards related outputs.
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Table 1 is an overall decision table. In the first attribute reduction, the index (attribute) with 
smaller weight is usually preferentially eliminated. In Table 1, the attribute reduction in decision table 
1 is selected from the last column j attribute. Cancel column j, check whether the reduced decision 
table is a consistent decision table, that is, and check whether there are conflicting rules in the table. 
If the decision table after deleting column j is a consistent decision table, list j as a reducible attribute. 
Similarly, after the attributes of I, h, g, f, and e are reduced, the test shows that j, I, h, g, f, and e are 

Figure 6. Analysis of Sensitivity based on Level of Mechanization for various ANN inputs

Figure 5. Relation among the ANN’s output and computed output
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all reducible attributes, and the decision Table 3 is obtained (for data analysis to adjust the position 
of the rule).

If we further reduce Table 3, we can see that eliminating any attribute a, b, c, and d will cause 
contradictory rules (for example, eliminating the contradiction between attribute d Rule 22: a4b4c4→k3 
and Rule 24: a4b4c4 →k4), therefore, any attribute a, b, c, and d are irreducible and are the main core. 
According to the rough set theory, the index coefficients in Table 1 and Table 3 are reduced by 60%, 
but the information contained in the rules is consistent. The simplest index system for evaluating the 
development level of agricultural mechanization is thus obtained. The following two sets of index 
systems before and after the simplification are tested by neural network.

In 31 provinces and municipalities, 5 regions are randomly selected as test samples, such as: 
Jiangxi, Yunnan, Tianjin, Hebei, Shaanxi. For the remaining 26 provinces and municipalities, index 
data and results will be used as learning templates for operation. Because Tibet is the first region, 
two indicator data are missing, so this template is not included in the learning template to ensure its 
testing results. Since 26 provinces and cities are repeated in the index data after attribute reduction, 
there are 22 non-repetitive learning templates in the deleted index system neural network. The reduced 
comparative data of the neural network model established by the index system is shown in Table 4.

Table 3. Decision table after cancelling j, I, h, g, f and e attributes

Numbering a b C D K

3 1 1 1 1 1

9 1 1 2 1 1

4 1 2 2 2 2

16 1 3 2 2 2

32 1 3 3 1 2

17 1 3 3 3 2

5 2 2 1 3 2

8 2 2 3 1 2

1 2 2 2 3 2

12 2 2 1 2 2

6 2 3 4 3 2

13 2 3 4 3 2

30 2 3 2 4 3

29 2 3 3 4 3

31 2 3 3 3 3

14 3 2 2 1 2

18 3 2 3 2 2

19 3 3 4 3 3

20 3 2 1 1 2

21 3 4 4 3 3

22 4 4 4 1 3

23 4 3 3 4 3

24 4 4 4 4 4

26 4 4 3 4 4
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The rounding neural network evaluation is studied from the direction of the development level of 
the integer concept, and the artificial neural network model of the reduced index system and the full 
index system is established according to the agreed rounding method, and 22 non-repetitive learning 
sample systems are used for evaluation., The evaluation result is the same as the original standard 
evaluation. Based on the artificial neural network model, the level of agricultural mechanization 
among the five regions is evaluated, and the analysis results are shown in Table 5.

Table 5 shows that on the basis of the development level of agricultural mechanization, the 
evaluation and classification effects of the original complex full index system and the reduced 
index system are consistent. Taking Shaanxi Province as an example, due to data interference, 
the result “2” obtained by using the full index system evaluation is different from the original 
result “3”. Under the reduction index system, due to the establishment of the artificial neural 
network model, the simulation evaluation accuracy is 100%, which highlights the goodness of 
the artificial neural network model.

5. CoNCLUSIoN

A new evaluation method of agricultural mechanization level based on artificial neural network and 
rough set theory is proposed, which can make better use of information. By using rough set theory 
to simplify the evaluation index system, the data requirement is greatly reduced, the learning speed 
of neural network is greatly improved, and the manoeuvrability and anti-interference ability of the 
evaluation system are improved. The neural network model can be easily simulated, evaluated and 
optimized. The evaluation of other multi-index systems has reference application value. The simulation 
results of the model show that the prediction and evaluation accuracy is high, and through this model, 
the influence of various parameters on the development level of agricultural mechanization can be 
simulated, and the most critical factors can be found out. This model provides a new way to master 

Table 4. Comparison of data of the neural network model established by the two sets of indicators

Project Number of 
input units

Number 
of hidden 

units

Number of 
output units

Number 
of 

samples

Learning 
step

Extreme 
convergence 

factor

Error 
convergence 

factor

Full index system 10 3 1 26 0.5 0.0000003 0.00001

Index system after reduction 4 2 1 22 0.5 0.0000003 0.00001

Table 5. Comparison of the evaluation results of the indicator system obtained by full index and rough set reduction

Place 
name

Standard 
Evaluation

Full index evaluation classification 
results

Evaluation and classification results of the 
index system after reduction

Evaluation 
classification

Rounded 
value

Evaluation 
classification Rounded value

Tianjin 1 1.03 1 1.02 1

Hebei 2 1.81 2 1.65 2

Jiangxi 3 2.93 3 2.78 3

Yunnan 4 4.28 4 3.76 4

Shaanxi 3 2.36 2 2.86 3
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the internal law of each index of agricultural mechanization development evaluation system and 
analyse the level of agricultural mechanization development. The evaluation model of agricultural 
mechanization development level based on rough set theory and neural network is about 60% less 
than the original one.
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