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aBStract
People using computer systems are required to work with the concepts implemented by system developers. If 
there is a poor fit between system concepts and users’ pre-existing conceptualisation of domain and task, this 
places a high workload on the user as they translate between their own conceptualisation and that imposed 
by the system. The focus of this paper is on how to identify users’ conceptualisations of a domain – ideally, 
prior to system implementation. For this, it is necessary to gather verbal data from people that allows them 
to articulate their conceptual models in ways that are not overly constrained by existing devices but allows 
them to articulate taken-for-granted knowledge. Possible study types include semi-structured interviews, 
contextual inquiry interviews and think-aloud protocols. The authors discuss how to design a study, cover-
ing choosing between different kinds of study, detailed planning of questions and tasks, data gathering, and 
preliminary data analysis.

Eliciting People’s conceptual 
Models of activities and Systems

Ann Blandford, UCLIC, University College London, London, UK

Keywords: Computer Systems, Conceptual Models of Activities and Systems, Conceptual Structures, Task 
Structures, Verbal Data

iNtrodUctioN

If there is poor conceptual fit between users 
and the systems that they work with, users are 
forced to “translate” between concepts that 
may only be meaningful to system developers 
and ones that are meaningful to themselves. 
This imposes additional workload on the user 
(Payne et al., 1990). The focus of this paper is 
on techniques for eliciting people’s conceptual 
models as a stage in the process of designing 
or evaluating interactive systems.

Cooke (1999) defines a conceptual struc-
ture as comprising “domain-related concepts 

and their interrelations”, while Johnson and 
Henderson (2011) define a conceptual model as 
comprising the target task domain; the concepts 
the application presents to users; the relation-
ships between those concepts; and the mapping 
between task-domain concepts and application 
concepts. This definition makes it explicit that 
task-domain concepts and application concepts 
may not always be identical. In this paper, we 
focus on what Cooke calls “domain-related 
concepts”, and Johnson and Henderson refer to 
as “task-domain concepts” – i.e., the concepts 
users are working with when performing a 
real-world activity.
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These concepts may include what Johnson 
and Henderson (2011) refer to as “application 
concepts”, and that we call “system concepts”, 
because the way users think about their activ-
ity is often shaped by the systems they use, as 
discussed in more detail below. Sometimes, this 
is unavoidable, and presents few problems to 
users. However, when people have to expend 
effort on “translating” between domain con-
cepts and system concepts, we refer to these 
as “misfits” between the user’s model and that 
implemented in the system. Misfits typically 
indicate usability difficulties, and may also 
represent new design opportunities, highlighting 
possibilities for systems that better fit the users’ 
needs (Blandford et al., 2008a). This approach 
of focusing on concepts complements most 
traditional methods for designing and evaluat-
ing interactive systems, which typically focus 
on task structures and processes rather than 
concepts (Blandford et al., 2008b).

People’s conceptual models that they 
bring to an interaction are based on their prior 
experience, both of performing the activity 
(“doing work”, or the leisure equivalent) and 
of using analogous systems. To take a very 
simple example: someone using a shower will 
typically think of their requirements in terms of 
the temperature (too hot / too cold / just right) 
and the pressure (too forceful / too feeble / just 
right) of the water. Earlier generations of taps 

and showers forced the user to work separately 
with the force of hot water and of cold water, 
engaging directly with the underlying “system 
model” of separate hot and cold water supplies 
being delivered and mixed together (Figure 
1a). Prior experience with such taps means that 
people can quickly work out how to use new 
showers they encounter that are based on this 
model. However, such showers can be difficult 
to control well. More modern shower controls 
that allow the user to control temperature and 
pressure independently are typically easier 
to work with: this interaction better matches 
the user’s conceptual model, even when, as 
illustrated in Figure 1b, the controls have an 
old-fashioned appearance.

BacKGroUNd

Many traditional approaches to the design and 
evaluation of interactive systems have focused 
on task structures – i.e., on understanding how 
people structure tasks in terms of sub-tasks and 
procedures (e.g. Card, Moran & Newell, 1983) 
and on the design of task structures for interac-
tive systems (e.g. Hackos & Redish, 1998). Task 
structures have an important role to play in the 
design and evaluation of interactive systems, 
but can be difficult to manage when tasks are 
ill-structured or highly complex. Even a task 
as superficially simple as running a shower of 

Figure 1. Shower taps that (a) directly reflect the underlying system model and (b) better match 
the user’s conceptual model



Copyright © 2013, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.

International Journal of Conceptual Structures and Smart Applications, 1(1), 1-17, January-June 2013   3

the desired temperature and pressure can be 
surprisingly challenging to describe in terms of 
task structure. For example, using hot and cold 
taps (Figure 1a), the task structure might be:

1.  Turn cold tap 30 degrees anticlockwise;
2.  Visually check that water is flowing;
3.  Turn hot tap through 90 degrees 

anticlockwise;
4.  Wait for a minute, or until you expect hot 

water to be running hot;
5.  Visually check that water doesn’t look 

scaldingly hot:
a.  If it does then turn cold water anti-

clockwise further (how far?!?);
6.  Manually check temperature of water:

a.  If too hot then turn cold tap anticlock-
wise; wait; check;

b.  If too cold then turn hot tap anticlock-
wise or turn cold tap clockwise; check;

7.  When temperature as desired, step into 
shower.

This task description is, even now, in-
complete: it says nothing about checking the 
pressure; how to choose whether to turn the 
cold water pressure up or the hot water pressure 
down; assessing how far to turn each tap; how 
to adjust the task description if the tap in fact 
opens clockwise (rather than anticlockwise, 
as assumed here); or how to respond when 
someone elsewhere in the building turns on a 
tap and the temperature fluctuates wildly. An 
every-day activity has a surprisingly complex 
task structure even though it is conceptually 
fairly simple.

from task Structures to 
conceptual Structures

Compared to the attention that has been paid to 
understanding task structures, little attention has 
been paid to understanding people’s conceptual 
structures. Norman (1986) argues that an im-
portant responsibility of the design team is to 
communicate the designers’ conceptual model 
to the user through the interface. However, 

this downplays the importance of any existing 
conceptual models that users may come with.

Norman (1986) emphasises the importance 
of the interface and interaction design because 
users construct their own “mental models” 
(Johnson-Laird, 1983; Gentner & Stevens, 
1983) of systems through their interactions with 
them. These mental models may be more or less 
complete, and more or less accurate. They are 
built up through experience of working with a 
system, and through gathering other informa-
tion about the system – e.g., through training 
or reading manuals, or by analogy with related 
systems. Someone’s mental model of shower 
controls (e.g. that turning the tap controls the 
pressure of water, or that other people running 
taps in the building affects the pressure) helps 
them work out how to control the shower without 
needing detailed task instructions every time. 
Mental models are typically neither complete 
nor accurate, and evolve over time through 
interacting with a system. Mental models are 
of the system being interacted with, whereas 
conceptual models are of the domain of activ-
ity, which may include some system concepts 
that shape that understanding. A full conceptual 
model of showering might include concepts 
relating to shampoo, soap and towels as well as 
those relating to water temperature and pressure. 
For the purpose of misfit analysis, one would 
focus on the concepts relating to just the part 
of the activity supported by the system of inter-
est. In this case, this would focus on managing 
water. Attention might be paid to the broader 
activity if considering novel design options; 
for example, one might consider designing a 
showering system that manages shampoo and 
soap as well as water, and maybe even provides 
a drying feature!

Payne et al (1990) present an analysis of 
text editors in terms of “Yoked State Spaces”, 
arguing that, as well as conceptualising the 
domain in terms of the goals that matter to 
them, the user has to understand and track how 
the device represents the task domain. Further, 
the user needs to be able to map between these 
two. The activity of interacting with a com-
puter system in order to achieve domain goals 
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requires the user to continually map between 
these two state spaces: their domain space and 
the device space. Implicitly, if this mapping is 
complex then the system will be cognitively 
demanding to use.

Green (1989; 1990) developed a set of 
“tools for thought” to reason about some of 
the mappings between the user’s conceptual 
model and the device model that they have to 
work with which he termed “Cognitive Dimen-
sions”: ways in which a system might be easy 
or difficult to work with. For example, “viscos-
ity” in a system means that something that is 
conceptually simple is, in practice, difficult to 
achieve; this is usually because a concept that 
is significant to the user is not directly repre-
sented in the system model. To give a simple 
example: while writing this paper, if I chose 
to insert a new Figure between two existing 
Figures, I would have to manually update the 
numbers of all the subsequent Figures and all 
cross-references to them. This is because I have 
not invested effort in creating cross-references 
to Figure numbers or defined Figure numbers 
explicitly in the Figure captions; consequently, 
a task that is conceptually simple (insert a new 
Figure and update all Figure numbers) is in 
practice slow and tedious to perform.

Building on these ideas of there being 
sources of misfit between user and system, 
Blandford et al (2008a) present CASSM (Con-
cept-based Analysis of Surface and Structural 
Misfits) as an approach to evaluating an existing 
or proposed system in terms of the quality of 
fit between the user’s conceptual model and 
that encapsulated in a design. CASSM fills a 
gap in the space of HCI evaluation methods 
by focusing attention on concepts rather than 
processes. It addresses evaluation questions 
that are missed by more traditional evaluation 
techniques, most of which are based on task 
structure and processes, or rely on heuristics 
(Blandford et al., 2008b). This focus on concepts 
rather than processes also makes it possible to 
evaluate complex systems where there may be 
many possible ways for users to achieve the 
same outcomes, because the space of concepts 

does not explode in the way that the space of 
possible procedures does.

Shifting attention from evaluation to de-
sign, Johnson and Henderson (2011) propose 
a method for designing to support conceptual 
models. As noted above, their definition of a 
conceptual model is that which is implemented 
within the application rather than the user’s 
conceptual model. Although they recognise and 
discuss the importance of choosing appropriate 
conceptual models for design, they do not ad-
dress the question of how to identify or support 
users’ existing conceptual models.

caSSM in a Nutshell

Whether gathering data to identify user require-
ments or to evaluate an existing system, the way 
the data is gathered and analysed will depend 
strongly on how it is to subsequently be used. In 
this paper, we are focusing on data gathering as 
an early stage of conceptual analysis. Our expe-
rience of this is based on our work on CASSM, 
so we present a brief overview of CASSM to 
set the scene for the subsequent discussion of 
how to plan and conduct data gathering.

A CASSM analysis involves identifying 
user concepts, interface concepts, and under-
lying system concepts and comparing them. 
Initially, the comparison is typically at the level 
of concepts. Concepts may be:

• Present: readily accessed);
• Difficult: hidden, disguised or hard to work 

with in some other way; or
• Absent: unavailable to user or system.

Later, the analysis will split concepts into 
entities and attributes, and consider the effects 
of actions on the system state, as described in 
more detail by Blandford et al (2008a). For 
the shower example presented above, focusing 
on the version with separate hot and cold taps 
(Figure 1a), these might be as shown in Table 
1. There are other possible representations, but 
this one is a good first approximation for our 
purposes in this paper.
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What is shown in Table 1 is that concepts 
that matter to, and are meaningful to, the user 
(temperature and pressure) are indirectly rep-
resented at the interface; i.e., the user can feel 
the output that is the result of their actions. 
However, they are absent from the underlying 
system model. In other words: temperature 
and pressure are present for the user, difficult 
at the interface and absent from the underlying 
system model.

Conversely, the system model has a direct 
representation of hot and cold water pressure, 
through the positions of the taps, and conse-
quently of the valves being controlled. The user 
cannot access these directly, and they have little 
significance for the user. So these concepts are 
difficult for the user, but present at the interface 
and in the underlying system.

This short example captures the key ideas 
of a CASSM analysis: that the analysis involves 
identifying all concepts that either are directly 
relevant to and of concern to the user, or that 
the user needs to be aware of and work with in 
order to interact effectively with the system. 
Misfit analysis involves systematically laying 
out the space of concepts and working through 
them to identify which are difficult or absent, 
and what the consequences of those difficulties 
are likely to be for effective user interactions 
with the system. Identification of these misfits 
should highlight possible redesigns that reduce 
the misfits between user and system. This pro-
cess is presented in more detail by Blandford 
et al (2008a). In this example, the misfits are 
addressed by more modern shower tap designs 
that give the user direct control of temperature 
and pressure (e.g, Figure 1b).

CASSM analyses have been presented for 
a variety of interactive systems. For example, 
Connell, Blandford and Green (2004) present 
an analysis of a ticket machine while Nishino 
(2011) presents an evaluation of a music pro-
gramming language. Focusing on team inter-
actions, and how a system supports people 
performing different roles, Blandford, Wong, 
Connell and Green (2002) present an analysis 
of an ambulance dispatch system from the per-
spectives of three different kinds of user: radio 
operator, telephone dispatcher, and allocator. 
The allocator is the individual responsible for 
allocating ambulances to incidents, who also 
serves as team leader delegating work to radio 
operators and telephone dispatchers.

Blandford, et al (2008a) present the method 
for conducting a CASSM analysis in detail. 
They illustrate the approach with analyses of 
three systems: a robotic arm for use by people 
with limited arm or hand movement; a digital 
library; and a drawing tool.

In summary, CASSM analyses have been 
conducted for a wide variety of systems, but all 
presentations have focused on the method and 
outcomes of analysis without discussing ap-
proaches to data gathering in detail. A focus on 
data gathering is also missing from the method 
presented by Johnson and Henderson (2011).

That is the focus of the current paper: how 
to design and conduct a study to gather user 
data as a basis for identifying users’ conceptual 
models to inform design and evaluation. This is 
the outcome of reflections on extensive experi-
ence of conducting CASSM analyses, and of 
teaching this approach to students on a Masters 
programme in HCI, including both insightful 
and impoverished analyses.

Table 1. An outline CASSM analysis for the taps controlling shower output 

Concept User Interface System

Temperature Present Difficult Absent

Pressure Present Difficult Absent

Hot water pressure Difficult Present Present

Cold water pressure Difficult Present Present
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PriNciPlES of data 
GatHEriNG

Any study design must be open to participants’ 
various ways of conceptualising and articulat-
ing their activities, and must also be sensitive 
to taken-for-granted knowledge that is not 
naturally articulated. While there are individual 
differences between people, those differences 
are typically small compared to the differences 
between people who have different roles when 
interacting with a system. For example, in our 
study of ambulance despatch, everyone taking 
the “allocator” role had very similar concep-
tual models, although these were significantly 
different from the models of radio operators. 
Allocators had much richer models of the 
despatch task, including the external world of 
ambulance stations, hospitals, etc., while radio 
operators had much richer models of commu-
nication, e.g. different types of communication 
with ambulance crews, reflecting their different 
roles and responsibilities.

In contrast to approaches such as Activity 
Theory (Nardi, 1995) or Distributed Cognition 
(Hutchins, 1995; Hollan et al., 2000), which 
model the entire system including people and 
artefacts at equivalent levels of concern, not 
discriminating between one person and another, 
a CASSM analysis focuses on conceptual 
misfits between one individual and the system 
with which that individual engages. Thus, a 

“system” might be a computer system or a 
particular software application running on a 
computer (Figure 2a), or it might be an aggre-
gate of tools and other people with whom the 
individual interacts to achieve work (Figure 
2b). The focus of data gathering for the user 
model is on the individual at the centre of the 
analysis. In Figures 2a and 2b this role is taken 
by the woman labeled “user”.

As is centrally recognised and represented 
in Activity Theory, people’s conceptual models 
are shaped by the tools that they use to achieve 
their goals. Sometimes, this is unavoidable: 
the tool creates and defines the activity. For 
example, an alarm clock defines the activity of 
setting and responding to an alarm. Without an 
“alarm” feature, people would be unlikely to 
talk about alarms or about setting them to go 
off at a particular time. In other cases, interac-
tive systems support activities that have an 
independent, real-world significance for people. 
For example, an electronic calendar supports 
people in managing their time, particularly fo-
cused around appointments. In a study of time 
management tools, Blandford and Green (2001) 
found important disparities between the ways 
that people manage their time and the ways 
that a particular electronic calendaring system 
worked, including the following:

• People rarely thought about the durations or 
end time) of meetings unless they had very 

Figure 2. CASSM focuses on individual, interface and system, where that system might be (a) a 
single computer application or (b) a collection of tools and other people
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busy diaries, whereas electronic calendars 
demand that every meeting has a duration;

• People rarely made explicit travelling times 
or times for preparatory activities in their 
diaries, but omitting these considerations 
from an electronic diary could lead to dif-
ficulties, because time that is not marked as 
“busy” is implicitly assumed to be “free”, 
when in fact it might be needed for solo 
activities such as preparation or travelling 
to a meeting.

In conducting a CASSM analysis, or for 
designing new systems that better support us-
ers than existing systems do, one of the most 
difficult challenges is to elicit users’ conceptual 
models that are, as far as possible, independent 
of the particular tools they use.

PracticES of data 
GatHEriNG froM USErS 
aNd PotENtial USErS

To construct a model of users’ concepts, it is 
essential to have some form of verbal data from 
current or intended users of a system. What is 
possible depends on what resources are avail-
able, particularly in terms of potential partici-
pants and prototype systems. The most common 
forms of data gathering are semi-structured 
interviews, contextual inquiry interviews (Beyer 
& Holtzblatt, 1998; Holtzblatt & Beyer, 2013) 
and think-aloud protocols (Charters, 2003). 
Each has strengths and limitations as discussed 
below. Other forms of data gathering, such as 
focus groups and those used for knowledge 
elicitation for the development of Expert Sys-
tems (e.g. Burton et al., 1990; Cooke, 1999) 
can also be adapted and applied, following 
the principles outlined here. Whichever data 
gathering approaches are used, the detailed 
study design needs to be focused on eliciting 
users’ conceptual models.

Practicalities of conducting 
a Study: Who and Where

Early considerations for any study are likely to 
include how to recruit participants and where 
to conduct the study (Cooke, 1999). These 
considerations often shape what is possible in 
terms of data gathering techniques.

For studies that focus on work activities 
and the design of systems to support work, the 
most obvious participants to recruit are people 
who perform the role in question, and the most 
obvious place to conduct the study is in the work-
place. For such studies, it is usually possible, 
and appropriate, to recruit participants through 
their managers, particularly if the study is to 
take place within their working time, for which 
management approval is likely to be needed. In 
this case, data gathering techniques are often 
chosen to minimise the disruption to ongoing 
work. So, for example, contextual inquiry in-
terviews, which take place within the context 
of work may be preferable to semi-structured 
interviews, which take the participant away 
from their daily work. Conversely, there may 
be situations (e.g. high security or safety-critical 
contexts) where it would be too disruptive to 
conduct contextual inquiry interviews; then, it 
is essential to find another place, such as a staff 
room or coffee bar, for interviewing.

For studies that focus on home or leisure 
activities, there are many possible ways to 
recruit participants:

• Direct contact (e.g. Of friends and ac-
quaintances); this is likely to result in an 
“accidental sampling” or “convenience 
sampling” approach;

• Indirect contact (following leads to people 
in the desired participant population); this 
is often described as a “snowball sampling” 
approach;

• Advertising in physical locations (e.g. On 
noticeboards) where people with relevant 
interests or activities are likely to encounter 
the invitation to participate; or
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• Advertising online, through popular lists 
(e.g. Gumtree or craigslist) or social media.

Depending on the recruitment method, it 
may be more or less appropriate to meet face-
to-face, in a public space or at the participant’s 
home. The choice of meeting place will depend 
on many factors including minimising the need 
to travel great distances; ensuring the safety 
of both researcher and participant; putting the 
participant at ease; absence of distractions or 
excessive noise; and availability of relevant 
artefacts to support the data gathering.

We discuss three possible approaches to 
data gathering that are well suited to eliciting 
people’s conceptual models: semi-structured 
interviews; contextual inquiry interviews; 
and think-aloud protocols. All of these deliver 
audio data and we have audio-recorded data 
in all of our studies. However, we do have one 
exception (Blandford & Green, 2001), where 
we only kept interview notes; we soon learned 
from this mistake: it proved very difficult to 
identify the more nuanced users’ concepts 
reliably when the only data we had was notes, 
however thoroughly we had tried to gather 
them. Conceptual modelling from user data is 
most easily done with rich audio records that 
can be reviewed repeatedly; we have chosen to 
transcribe most audio data to make it easier to 
revisit the data as needed.

In the following sections, we outline each 
of the three data gathering approaches, focusing 
particularly on aspects relevant to identifying 
users’ conceptual models. Where possible, we 
provide examples of resources (interview script, 
task instructions) prepared prior to data gather-
ing. We also present a brief extract from early 
data analysis, to illustrate important aspects 
of that analysis. Fuller details on analysis are 
provided by Blandford et al (2008a).

Semi-Structured interviews

Because people’s conceptual models are subjec-
tive rather than objective, interviews are well 
suited to eliciting them. This contrasts with 

self-reports of procedures or of past events, 
which tend to be unreliable because people 
only remember, and report, items that are 
salient to them.

Interviews may be more or less structured. 
A structured interview involves asking identical 
questions of all participants; an unstructured 
interview is more like a conversation with 
a purpose. Gill et al (2008) compare these 
different kinds of interviews. For eliciting 
conceptual models, semi-structured interviews 
give flexibility for adapting questions in the 
light of participants’ responses, while also 
ensuring some consistency across interviews 
and coverage of important points. Preparation 
for a semi-structured interview involves plan-
ning key phases of the interview and possible 
forms for questions, but then being alert to 
exploring avenues of investigation that might 
not have been anticipated ahead of time. For 
a CASSM analysis, the interviewing needs to 
explore people’s understanding of the domain 
in an open way.

Examples are powerful in interviewing: 
if invited to describe activities or structures in 
an abstract way, people will tend to provide 
generalities or approximations. To elicit details, 
it is usually much more effective to focus in 
on particular examples; the most effective 
examples are either recent or ongoing ones or 
highly memorable ones. The critical incident 
technique (Flanagan, 1954) has been widely 
used for eliciting people’s understanding of 
past incidents, drawing out user requirements 
in terms of both concepts and functionality.

To illustrate the semi-structured interview 
approach, we draw on a study with lawyers, 
investigating how they think about their infor-
mation resources and information management. 
Figure 3 illustrates a semi-structured interview 
prepared for some of the interviews. This shows 
the key phases of the interview: introduction; 
context; detail; closure. It also exemplifies 
some of the kinds of questions that might be 
asked, including detailed questions about a 
recent example.
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As noted above, semi-structured interviews 
allow the interviewer to follow up on unantici-
pated points made by interviewees. For example, 
in one interview with a property lawyer, it 
emerged early on that a major aspect of her 
role was viewing properties. This was followed 
up in the interview, both in terms of how she 
managed data while out on site and also in terms 
of what this meant for the kinds of information 
she needed to access. One consequence of her 
site visits was that she could perceive value in 
being able to access information while on site 
via a mobile device, even though this was not 
currently part of her standard practice. Another 
consequence was that maps and plans were 

important information resources for her, and 
needed to be managed alongside information 
resources that would be used by lawyers across 
a range of specialisations. This insight – that 
lawyers need to manage specialist resources 
alongside legal documents – could then be 
explored further in subsequent interviews.

As well as gathering interview data, it is 
often possible, and valuable, to take photographs 
or copies of important artefacts relating to the 
work to support the analysis. For example, 
photographs of documents that the lawyer had 
annotated provided an additional record of the 
kinds of annotations made, their role in her 

Figure 3. Example semi-structured interview script (some details omitted)
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information work, and how she manages and 
communicates information to others.

Following each interview, it is valuable to 
review the interview and findings from it, and 
in particular to consider whether the interview 
script should be adapted – e.g. to revise questions 
that did not work well, or to explore emerging 
lines of inquiry in more detail.

Figure 4 shows preliminary annotations 
of extracts from the interview with the prop-
erty lawyer, highlighting concepts that she 
articulated as being important to her. It quickly 
became apparent that, as well as obviously legal 
sources of information (statutes, cases), others’ 
interpretations of that law (commentaries) were 
important, and so were generalist information 
sources such as maps, company information or 
location-based information. Precedent docu-
ments (“boiler plate text” for re-use in future 
legal documents) and information to make those 
usable (drafting notes) were also highlighted.

Interviews with further lawyers made it 
possible to determine which concepts:

• Are of widespread importance in their 
information work, and should therefore be 
implemented in future designs of systems 
to help lawyers access and manage infor-
mation resources;

• Are important to subsets of lawyers (e.g. 
those specialising in property law), and 
might be implemented in more specialist 
products; and

• Are unique to an individual.

contextual inquiry interviews

Although interviews may usefully take place 
within the working context, or any other place 
where the individual generally performs the 
activity in question, the standard semi-structured 
interview takes place outside the normal work 
activity. This enables people to reflect on the 
activity and how they think about it, but does not 
engage them directly in it. Contextual Inquiry 
(Beyer & Holtzblatt, 1998) is an approach to 
interviewing that explicitly builds in observation 

Figure 4. Two annotated extracts from a semi-structured interview with a property lawyer
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of the work, and the work artefacts, to construct 
understanding of the work, and of the conceptual 
models people are working with. As described 
by Beyer and Holtzblatt, Contextual Inquiry 
involves putting oneself in the position of an 
inquiring outsider, partnering with and valuing 
the expertise of the people whose work is be-
ing studied. The analyst observes individuals 
performing work, and asks timely questions to 
probe the participants’ understanding of their 
work, covering both the tools they are working 
with and the broader domain concepts. This does 
not focus just on domain and device concepts, 
but also builds a broader understanding of the 
work. As with semi-structured interviews, it 
can be challenging to focus attention on the 
concepts that are of primary interest, because 
there is more to work (processes, values, cul-
tures, etc.) than concepts. Questions are likely 
to include who, what, when, where, how and 
why questions. However, unlike semi-structured 
interviews, it is difficult to prepare questions in 
advance, because the conversation is grounded 
in the work setting, and the themes that emerge 
are shaped by the work. Holtzblatt and Beyer 
(2013) describe this as “active inquiry”.

Contextual inquiry was a suitable approach 
to study the work of ambulance controllers 
(Blandford et al., 2002), to understand how they 
used the ambulance despatch system, and how 
to make the information display better match 
their conceptual models. Because the control 
room has a fixed layout, and people’s work is 
largely desk-based, it was possible to simply 
pull up a chair next to a participant and watch 
them working, with their permission. Given the 
nature of ambulance control work, which is very 
demanding while dealing with incidents but with 
“down time” between calls, it was important 
to engage in questioning at appropriate times, 
and to accept that the conversation would be 
suspended when the next call came in. This 
made the early stages of data gathering very 
difficult, because it was hard to make sense 
of the work and of the concepts that they were 
working with. At a superficial level, it is easy 
to understand that ambulances are being sent 

out in response to emergency calls to specified 
locations. It was easy to understand that every 
call was allocated a Computer Aided Despatch 
(CAD) number as soon as the call-taker accepted 
the call, and that this was the primary way they 
referred to calls after that. However, the nu-
ances of the work were difficult to grasp, and 
understanding was built up over several days of 
observation and contextual inquiry interviews. 
It became apparent quite early on that control-
lers thought of incidents principally in terms of 
their features, such as time, location and type 
(fall, cardiac arrest, road traffic accident, etc.), 
and not in terms of the CAD number that was 
assigned to the call.

This was identified as a misfit, because 
the information screens they worked with at 
the time of the study facilitated access to call 
details via the CAD number, and the home 
screen listed just these CAD numbers. As a 
result of the observations and analysis, a simple 
design recommendation to present more details 
of each call on the home screen was made; this 
change was implemented, and was found to 
make it easier for controllers to select a call of 
interest if they needed to refer back to it after 
dispatching an ambulance to it.

The study of ambulance control exempli-
fied the challenge of identifying concepts. This 
is illustrated by two extracts from the transcript 
of one ambulance allocator talking about his 
work. In the extracts annotated in Figure 5, the 
word “call” is being used to mean four differ-
ent things. The first and third references are to 
device objects (digital and paper) that provide in-
formation gathered from one or more telephone 
calls about the incident in question. The second 
reference is to the ongoing telephone call that is 
providing information about an incident, while 
the fourth is to the incidents being attended. At 
one time, there was approximately a one-to-one 
mapping between calls and incidents, but with 
the growing use of mobile phones, there may 
now be several calls to report one incident in 
a public place. But the ambulance controllers 
we worked with never use the word “incident”: 
they always referred to them at “calls”. Of more 
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importance, as their systems were gradually 
being transferred from being paper-based to 
digital, was that they were using the paper-based 
system to collate information about incidents 
from multiple calls, but their computerised 
system at the time of the study required them to 
process each call separately, and did not support 
the grouping of information from multiple calls 
about an incident. This made it difficult for them 
to manage separate incidents, particularly when 
there were multiple calls about each.

An analysts, it took us several days of ob-
serving and discussing the work of ambulance 
controllers before we recognised that the word 
“call” was being used to mean significantly 
different things that had important implications 
for design.

think-aloud Protocols

A third approach that can be valuable for gather-
ing data about users’ conceptual models is the 
use of think-aloud protocols (Charters, 2003). 
A think-aloud protocol is a recording of the 
participant thinking aloud while performing 
a task, typically with existing computer-based 
tools that support that task. Think-aloud was 
popularised in the study of human problem 
solving (Ericsson & Simon, 1984) and is widely 
used in the evaluation of interactive systems 
(e.g. Nørgaard & Hornbæk, 2006).

The challenge in gathering data using 
think-aloud for identifying user concepts is 
to create activities that allow participants to 
articulate their understanding of the domain, 
and not just of the device with which they are 
working at the time. Unlike Contextual Inquiry, 
for which participants are generally expected to 
carry on with their work (albeit being observed 
and questioned), think-aloud usually involves 
participants performing tasks defined by the 
analyst. For gathering user concepts, those tasks 
should be as realistic as possible, including be-
ing appropriate to the participants’ knowledge, 
motivations, context and expertise. For example, 
in studies of information interactions, we have 
sometimes been able to invite participants to 
define their own information tasks (finding 
information that was relevant to them at that 
time) (e.g. Makri et al., 2007; Blandford et al., 
2008a). Even when tasks are artificial, they 
should have real-world relevance; for example, 
in a brief study of flight booking sites, we 
asked participants, all from overseas, to plan 
a journey home, rather than booking a flight 
between specified airports, and to talk about 
their thoughts and decision making processes, 
rather than focusing on interface details. See 
Figure 6 for example task instructions.

Figure 5. Different concepts being described using the same word (“call”)
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A short extract from one of the resulting 
transcripts is shown in Figure 7, with the pre-
liminary annotations highlighting user concepts.

Whereas in the previous example we 
highlighted the challenge of recognising that 
one word might have multiple meanings, rep-
resenting multiple concepts, in this example, 
we see that the participant names concepts in 
terms of instances (“London”, “Christmas day”, 
etc.) rather than the classes those instances 
belong to (“starting city”, “departure date”, 
etc.). In this case, it is up to the analyst to name 
the categories, or to draw on data from other 
participants to identify suitable labels for the 

concepts. More broadly, participants may not 
all use the same terms for the same concepts.

In this case, the analysis highlighted design 
implications including:

• Some which should be simple to imple-
ment, such as making the locations of 
stop-overs on non-direct flights easier to 
discover;

• Some requiring larger design changes, 
such as making additional information 
about flights (e.g., entertainment and meal 
options) easily available; and

Figure 7. Annotated, anonymised interview transcript

Figure 6. Example think-aloud instructions
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• Some that would offer significantly differ-
ent functionality, such as helping people 
to plan entire journeys, including booking 
train or bus tickets, airport parking and 
car hire.

NEXt StEPS

Depending on the purpose of the study, and the 
stage of development, the next step is likely to 
involve either proceeding to a misfit analysis 
of an existing system, or directly to conceptual 
design for a new product.

conducting a Misfit analysis of 
an Existing System design

If the purpose of the project is to complete a 
misfit analysis, typically prior to re-design, 
then it is necessary to identify system concepts 
at the same level of abstraction as the user 
concepts, for which the process is described 
above. System concepts are identified from 
system descriptions, such as a specification or 
other system documentation, and other existing 
system representations such as a running system 
or prototype. The data is analysed in whatever 
ways are possible given the data sources. For ex-
ample, system documentation might be analysed 
in a similar way to a user transcript, whereas for 
a running system it might be necessary to do a 
systematic review of the concepts that the user 
has to interact with. These would normally be 
implemented as entities and attributes, taking 
a traditional entity-relationship modelling ap-
proach to system development (Chen, 1976).

In identifying system concepts, there may 
be a temptation to include all interface widgets; 
this should be avoided except where the interface 
concepts are likely to cause user difficulties. 
For example, to return to the shower example 
above, the focus was on temperature and pres-
sure, rather than on the taps themselves and 
how to control the taps.

The detailed steps of misfit analysis are 
presented by Blandford et al (2008a).

Moving to conceptual design

If the next step is proceeding to conceptual 
design then the user concepts that have been 
derived from user data need to be reviewed 
and structured into a conceptual model. There 
may be user concepts that are very difficult 
to implement directly as system concepts; 
for example, Faisal et al (2006) identified 
ideas as being important to users of a digital 
library. Ideas are not directly represented in 
the documents in a library, but are embodied 
in readers’ interpretations of those documents. 
Consequently, the concept of an idea cannot 
be directly implemented without substantial 
additional effort. Developers might decide that 
this additional effort is not justified.

Alternatively, they might decide to extend 
the system significantly. For example, they 
might explore the possibility of adding a social 
tagging feature to the library, to enable users of 
the library to tag documents with their ideas and 
to review the tags of others. This would take 
the library into a new design space; whether or 
not to do this is a major design decision that is 
beyond the scope of this paper.

The development and use of conceptual 
models are discussed in detail by Johnson and 
Henderson (2011).

coNclUSioN aNd 
diScUSSioN

We have presented, and exemplified, three 
approaches to data gathering for conceptual 
modelling, as an early stage to inform the design 
and evaluation of interactive systems. This focus 
on concepts complements other established 
approaches to design and evaluation, which 
typically focus more on processes and func-
tions than concepts. Even other approaches that 
put concepts at the centre (e.g. Norman, 1986; 
Johnson & Henderson, 2011) focus on how 
to communicate system concepts to the user 
rather than how to base the design around user 
concepts. For information systems, techniques 
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such as card sorting (Hudson, 2013) elicit user 
data to identify structure in a set of concepts, 
e.g. to design intuitive navigation through an 
information system. However, they do not ad-
dress how to identify the concepts in the first 
place. Our focus here has been on how to gather 
data that can be analysed to construct users’ 
conceptual models.

Not every user conceptualises a domain in 
the same way. Greater diversity of the participant 
group might result in a broader set of concepts 
being elicited, but in our experience the set of 
concepts stabilises (thus reaching “saturation”) 
within a small number of participants – typically 
fewer than ten – provided that the participants 
are focusing on the same activity. Where greater 
divergence in concepts has been found, this 
generally means that participants do not have 
the same goals, or have significantly different 
ways of thinking about the activity. This often 
indicates that they would work more easily 
with different systems that support their differ-
ing goals, or different ways of thinking about 
the activity. Cooper (1999) would argue that 
different groups of participants correspond to 
different personas, needing different interfaces 
or underlying conceptual structures.

The most effective data gathering often in-
volves using multiple methods and triangulating 
findings (Mackay & Fayard, 1997), or tailoring 
methods that are shaped to fit the context and 
questions. For example, interviews can be used 
to find out generally what people do in, and think 
about, a particular activity. This can be used to 
design suitable tasks for a think-aloud study 
that elicits more information about how people 

perceive a particular system for achieving those 
tasks, assuming that an implementation already 
exists. In general, more sources of data yield 
more information, but this has to be balanced 
against any need for speed, efficiency or the 
practicalities of accessing different sources.

Individual methods can be adapted to the 
demands of a situation; for example, somewhere 
between the semi-structured interview and the 
contextual inquiry interview lies an approach 
that involves explicitly valuing the expertise of 
the participants and shaping the interview as a 
teaching session in which the domain expert 
teaches the analysts about their world of work, 
focusing on the activity of interest. Approaches 
such as this which place the participant in a posi-
tion of authority, with a responsibility to explain 
their understanding effectively, go by various 
names such as teach-back and peer tutoring.

As highlighted above, different approaches 
to data gathering have different strengths and 
weaknesses, as summarised in Table 2 for the 
three approaches discussed here.

There is, of course, more to system design 
than mirroring existing user concepts: innova-
tion is achieved through creating new pos-
sibilities that extend beyond what is currently 
available. However, every new concept that 
is introduced into a system has to be learned 
by users. And every misfit between the user’s 
conceptual structure and that implemented in 
a system forces the user to focus on the sys-
tem rather than the domain goal at hand, and 
increases the demands on the user.

Table 2. Summary of features of each data-gathering approach 

Semi-Structured Interview Contextual Inquiry Think-Aloud

Easy to probe past experience? √

Direct focus on work √ √

Concurrent engagement in activity? √ √
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