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ABSTRACT

The nature of information has changed significantly in the last two decades. Now information
is multimedia, sensitive to its spatio-temporal roots, live, and dynamic. Current database and
search technology is very limited in addressing organization, management, and access of
emerging information systems. In this paper, we address some of the fundamental issues that
must be addressed in general multimedia information management systems. e present
multimedia electronic chronicles (e-chronicles) as an example of emerging systems that need
such technology. Ve believe that to deal with dynamic information, events should be used asthe
fundamental basisin organizing and accessing i nformation. Event models used in our approach
capture the semantics involved in supporting e-chronicles. Our ideas are demonstrated in the
context of an e-chronicle that is being implemented for a reconnaissance application using
multiple disparate sensors.

Keywords: content-based retrieval; data model; metadata; multimedia component
architecture; multimedia database; person-machine interaction

tion, not directed querying, isnow the predomi-
nant mode of interaction. Great stridesin tech-
nology areaslike processing, storage, and com-
munication were followed by new revolutions
in software devel opment and applications mak-
ing novel applications emerge rapidly. We are
seeing emergence of data rich applicationsin

INTRODUCTION

Current information systems evolved
from the data characteristics and application
requirements of more than three decades ago.
Information management has been in reactive
modefor thelast decade, trying to keep up with
rapidly evolving novel applications, datachar-

acteristics, and data volumes. Multimedia, in-
cluding text, has become ubiquitous; structured
dataisnow avery small fraction of useful data
in emerging applications; spatio-temporal and
live data streams are now the norm; explora-

all aspects of our liferanging from businessto
healthcare, and education to homeland secu-
rity. Two things are distinct in these applica-
tions in comparison to databases of yester-
years. they contain avast amount of multime-
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dia(both live and archived) data, and attention
ismoving away from examining isolated silos
of datatoward accommodating or creating more
holistic pictures of situations from disparate
datasources, in or near real time.

Most applications of databases and
search engines have been evolving and trans-
forming rapidly, yet the technology has re-
mained tied to the approaches that were devel -
oped to solve mostly problems of structured
and semi-structured alphanumeric persistent
data a long time ago. Databases adopted and
continue to extend the relational model to deal
with problemsin datamanagement. Search en-
ginesderived their initia inspiration frominfor-
mation retrieval and developed everything
around keywords. Both databases and search
engines help usfind information, but they use
very different approaches to organize, access,
and present information. One thing remains
common between databases and search en-
gines, however. Both use objects or entities as
the basic concept to organize information. Da-
tabases model everything in terms of entities
and limited implicit rel ationships among them.
Search engines analyze each Web page to find
keywords by throwing away everything but
nouns and stemming them to find basic key-
words and creating inverted file structures
around these keywords. Text analysis tools,
including SVM and datamining techniques, are
applied to text to improve the ranking of rel-
evant documents. These approaches only cap-
tureimplicit statistical semanticsin text docu-
ments.

Emerging applicationsincreasingly deal
with disparate multifarious data sources cap-
turing measurements (including video) taken
at different locationsat different timesto repre-
sent a holistic situation. We believe that next
generation information systems pose unique
challenges that require new thinking, which
builds on techniques that have evolved in da-
tabases, XML, stream processing, statistical
data mining, multimedia analysis, and search
engines, but adopts a different perspective on
all this collection of structured and unstruc-
tured data. When dealing with multimodal, live,

spatio-temporal data, it becomes obvious that
eventsare at least asimportant, if not more, as
entities. Current information systems are pri-
marily organized around entities and cannot
accommodate thinking about events.

In this paper, first we discuss an emerg-
ing class of application that we called Multime-
diaElectronic Chronicles, or e-chronicles (Jain,
2003b), and their requirements. In the last few
years, e-chronicles are receiving attention in
many different applications (Gong, Singh, &
Jain, 2004; Jain, Kim, & Li, 2003; Kim, Podlaseck,
& Pingali, 2004; Pack, Singh, Brennan, & Jain,
2004; Pingali, Opdach, Jean, & Carlbom, 2002),
but the focus has mostly remained on the ap-
plication rather than the basic technology be-
hind all these applications. We then outline our
motivation for using events as the basic unit
for organizing dataand for user interaction. Next
we present general architecturefor e-chronicles
and discuss how event-based approaches ben-
efitindifferent modules of the system. Wedraw
examplesfrom several implemented systemsin
this section. We realized that a general theory
and implementation of event modelsis essen-
tial to make progress in implementation of e-
chroniclesin particular and Multimodal Infor-
mation Management Systems (MIMS) in gen-
eral. This motivated us to develop a general
model of eventsthat weillustratein the context
of aspecific e-chronicle application that weare
building. Several emerging applications based
on multifarious data sources capture dynamic
situations. In these systems, events play a cen-
tral role. Effortsto model those using traditional
entity-relationshipscan only result invery lim-
ited dead-end solutions. Dynamic situations
must be modeled using event-centered ap-
proaches.

MULTIMEDIA ELECTRONIC

CHRONICLES(E-CHRONICLEYS)
Humansaways had fascination with his-
tory or experiences associated with past events.
From early days of civilization such accounts
were captured and stored in different formssuch
as cave paintings. Chronicles evolved asapri-
mary mechanism of recording such experiences
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once writing became a powerful communica-
tion and storage mechanism for human experi-
ences. Historical accounts of important events
in human society, minutes of a meeting, pro-
ceedings of aconference, wedding videos, sur-
veillance videos, logs of visitors, and ware-
houses of all sales activities by Wal-Mart are
different formsof chronicles. Advancesin cap-
ture and storage technology in the last few de-
cades are resulting in an increasing trend to
record datarelated to important, and even not-
so-important, events for later analysis. Thisis
resulting in many novel applicationswith vary-
ing requirements.

Until afew years ago, it was natural to
keep arecord or log using a phanumeric tech-
niques both in paper as well as in electronic
form. Growth of On-Line Analytical Processing
(OLAP) toolsin the context of datawarehouses
was aresult of applications that needed to un-
derstand characteristics of such large data col-
lections. The popularity of OLAP toolsis due
to their ability to pull out data segments (com-
monly called data cubes) and process them to
extract some important characteristics to un-
derstand a situation represented by the data.
Data mining and related machine intelligence
tools were then applied to these volumes of
data, or logs, to extract more meaningful situ-
ational characteristics from this data. Collec-
tion of al these techniques has been commonly
called business intelligence systems. Clearly
the motivation behind OLAP and businessin-
telligence approachesis situational understand-
ing by analyzing logs of data.

Until electronic recording became pos-
sible, onecould only keep arecord of historical
events by writing about it or taking pictures of
it. Historical accounts written by people were
subjective. Hence, it was common that the his-
tory was rewritten whenever kings changed.
What wereally need isamore objective record-
ing mechanism. Photographs provide that, but
only to alimited extent. Now, many corpora-
tionsand legal systems require avideo record
of a meeting to be kept. We assume that the
video ismore objective than the record written
by aperson. And, an unedited video definitely

provides an objective recording of the proceed-
ingsinameeting or events at a place. By plac-
ing different types of sensors at multipleloca
tionsintheenvironment, itispossibleto record
objective data related to a situation and then
analyzeit to understand the situation. Thereis
an increasing trend resulting in increasing re-
search in Continuous Archiving and Process-
ing (Aizawa, Tacharoen, Kawasaki, & Yamasaki,
2004; Gemmell, Lueder, & Bell, 2003; Kimetd.,
2004) of dataresearch.

From Logs to E-Chronicles

This trend in technology is resulting in
interesting novel applications. In the last few
years, therehasbeen alot of talk about Lifel.og
(Aizawaetd., 2004; Gemmdl etd., 2003). Lifelog
is a record of everything that a person does
using video, audio, and other sensors. Thegoal
is to record all this data, organize it so that it
becomes easy to analyze the activities of this
person, review the person’s activities as
needed, detect patterns, and organize the in-
formation. Moreover, LifeLogs of different
people could be correlated to do routine tasks
like coordinating meetings by considering not
only calendars but also individual preferences
inferred by these systems and thus provide
“cognitive assistants’ to them for organizing
their activities. Some people (Gemmell et al.,
2003) are interested in recording everything
about aperson’slifeto achieveakind of digital
immortality. Asenvisioned by them, digital im-
mortality is apersonal log that uses video and
other recording mechanisms.

We believe that many applications of in-
formation systems belong to a new emerging
field: multimedia electronic chronicles, or e-
chronicles. An e-chronicle records events us-
ing multiple sensors and provides access to
this data at multiple levels of granularity and
abstractions, using appropriate access mecha-
nisms in representations and terminology fa-
miliar to application users. However, if an e
chronicle contained just data streams using
multiple sources of continuous high-fidelity
multifarious and multimodal data streams for
thelife of aperson, it will not bevery useful. A
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volume of raw logs, even high-fidelity multime-
dialogs, will become mostly write-only logs;
they will bewritten but never accessed. Tomake
them useful, e-chronicles should have continu-
ous processing of raw incoming datainto mean-
ingful data eventsin each stream. Such events
must be aggregated into episodes using do-
main models including ontologies and other
useful concepts to organize and store this data
and makeit easily accessible to people aswell
as to other programs as required.

A well-designed e-chroniclewill maintain
all detailed records, while providing summaries
of important events aswell as accessto events
at therequired level of granularity. In addition
to serving as an accessible automatically cre-
ated multimedialog, it could serve asapower-
ful mechanism toidentify abnormalities, ineffi-
ciencies, and unusual behaviorsaswell as con-
ditions for appropriate actions and feedback.
These systems could be as proactive as the
application dictates to help usersin their ac-
tivities. Finally, with increasing progressin pri-
vacy and security issues, it will be possible to
provide different levels of access privilegesto
different users, thus allaying privacy concerns
of users.

Many variants of e-chronicles have a-
ready appeared and are being used. Dataware-
houses, video surveillance systems, meeting
recording systems, sensor networks, and even
blogsare early forms of e-chronicles. Tofacili-
tate development of these systems, we must
identify the basic research and implementation
issues in these systems and then develop ap-
propriate approaches and systems for e-
chronicles as a class of systems.

One of the most important and funda-
mental characteristics of e-chronicles is that
they contain data that represents a dynamic
evolving situation. Time isthe most important
parameter in achronicle and many interactions
with these systems are to find situations dur-
ing aparticular time period at aparticular loca-
tion involving particular objects. Traditional
data organization approaches based on rela-
tional models or keywords were not designed
considering these requirements. We believe that

we need to develop some fundamental con-
cepts, tools, and techniques to address these
new requirements.

Events are Natural

It iswidely recognized in most areas of
established sciences that static situations are
different from dynamic situationsand concepts,
representations, and analysis tools, and tech-
niques used for static and dynamic situations
are different. For example, when Newtonian
mechanics was devel oped, statics and dynam-
icswere studied asindependent, but obviously
related, fields. Data and information manage-
ment is now faced with this situation. Our cur-
rent tools are very good in dealing with enti-
ties, objects, and keywords. To address the
needs of |nformation Management (IM) in dy-
namic multimodal environments, we need new
concepts and techniques for dynamic data in
MIMS.

We believe that ‘events offer a concept
to develop dynamic IM, much as‘ objects’ did
for the current IM. Currently, ‘event’ is not a
well-defined concept and has multipleinterpre-
tations depending on the context. Thisis very
similar to the concept of ‘object.” Objects can
be defined differently based on the context.
Objects become concrete when defined using
implementati on-oriented approaches

Events have been used in many areas of
computer science, but mean different thingsin
different areas. By developing concrete, well
specified but general purpose, event models
and trying to apply them to different applica-
tions, events can be made a basic concept for
dynamic multimodal information management.
There are strong and deep conceptual, engi-
neering, and human centered design reasons
to consider eventsasaprimary source of orga
nization structure for IM in those applications
where one must deal with dynamic datain dif-
ferent modalitiesrepresenting dynamic and of -
ten live situations. In a later section, we will
make the concept of event concrete and show
itsimplementation for aspecific applicationin
the context of ASSIST project, also discussed
inmoredetails|ater.
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Figure 1. High-level architecture of an e-chronicle
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An e-chronicle must capture data from
disparate sources as it is coming from dispar-
atesensorsinreal time. Itisdesirableto at least
partially analyze the data and store it in prop-
erly indexed form. All the data must be orga-
nized and stored to provide interaction envi-
ronment that allows finding information, in-
sights, and experiencesfrom alifetimewithout
spending a lifetime. Here we discuss major
building blocks of an e-chronicle and relations
among them. We also discuss some efforts to
implement these blocksin various projects. Our
goa here is to show the types of efforts that
aregoing on and also to show how event-based
representation and modeling will helpindiffer-
ent modules of e-chronicles. The main compo-
nents of an e-chronicle are shownin 0 and are
briefly discussed here.

Data Capture and Storage
An e-chronicle getsdatafrom many dis-
parate sources, from text to sensory input.

S ——
Environment
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Interaction
Environment
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Much of this data is continuous and time sen-
sitive. Time sensitive data should be captured
and synchronized as it is collected so proper
analysis and presentation can take place when
required. Some datamay be acquired separately
and should also be synchronized with other
dataalready captured. This problem of captur-
ing data using multiple cameras, microphones,
accelerometers, and other sensorsin real time
appears simple, but has been a difficult prob-
lemin real environments due to limited band-
width available on the data buses via which
sensors are connected to a computer, battery
life, heat, imprecision of GPSpositions, and redl
time processing of this data (e.g., Martin,
Krosche, & Boll, 2006; Starner & Maguire, 1999).
These problems appear simple, but are impor-
tant hurdles in making e-chronicles practical
for different applications.

Storage issues may also become signifi-
cant in these applications. Large volumes of
datarelated to the same event may be captured
at different places. Moreover, since much of
thisdatamay betime sensitive, when presented
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to usersexact synchronization may berequired.
Toavoid suchissuescareful consideration may
be required in storage of data. Efforts to ad-
dress these problems have started, but are
clearly invery early infancy at thistime (Kim,
Gargi, & Jain, 2005).

Analysis and Metadata

All data must be indexed for semantic
access. Thisrequires processing data and stor-
ing it along with all the metadata so later pro-
cesses can utilize each datasource. For example,
animage could beinterpreted in different ways
depending on the thresholds for segmentation
used in an early stage. The threshold is se-
lected based on the assumptions related to the
environment in which theimage wastaken. By
storing the threshold value used in the seg-
mentation or the environmental conditions as-
sumed to select the threshold as metadata, the
systemwill re-segment thisand similar images
based on this metadata. In fact, it is more im-
portant to use such metadata as semantics of
animagein multimediasystemsthat areusedin
real world than storing the name of the camera.
Analysis of data may also result in compres-
sion if appropriate events are detected and
stored only in event form. Whether all original
datamust be recorded or one could only record
detected events is an application dependent
decision. The metadata recorded and events
detected are all dependent on application level
eventsand their manifestation aseventsin dif-
ferent data streams. Event detection in data
streams is making good progress (Aizawa et
al., 2004; Gemmell et a., 2003). Event related
metadataisbecomingincreasingly usedinsim-
pler versions e-chronicle applications like im-
age databases. In fact some very good work
and experiments have shown theimportance of
events in organizing data that has relationship
totime, such asphotographs (Lim & Tian, 2003;
Rodden & Wood, 2003). We believethat thisis
avery important observation that has not yet
been used to its potential.

Another important research direction in
thisareaisrelated to thetype of metadata. Most

metadatais currently related to data. In appli-
cations dealing with sensory data that is in-
terpreted by systems, it isimportant to capture
environmental parameters as metadata, but
possibly more important is the fact that the
parametersused by analysisprogramsarealso
captured as metadata. This important direc-
tion wasrecently emphasized (Kim et al., 2005).

Ane-chroniclelikeother MIMSmust deal
with events at different levels. Systems that
focus on only one medialike video start defin-
ing events based on media characteristics
(Brown, Hampapur, Connell, et al., 2005;
Francois, Nevatia, Hobbs, & Bolles, 2005;
Nevatia, Zhao, & Hongeng, 2003) and are not
effectivein other applications and also to other
media. To avoid media dependence of tech-
niques and develop systems that will be scal-
ableacross mediaand applications, itisimpor-
tant to separate application eventsfrom media
events and develop concepts that will allow
combining cross mediaeventsand build appli-
cation events for different applications and of
different complexity. Some early ideas related
to representing events of three types (data
events, elemental events, and applications
events) were presented in Jain (2003c).

Assimilation

Designersof control and communication
systems use a strong, domain-based informa-
tion-assimilation approach to estimate system
parametersthat uses many disjoint and dispar-
ate information sources. The parameters of the
mathematical system model are successively
refined by observing the data as it becomes
available. Each data source contributes to the
model’srefinement. The goal of the estimation
process is to get the most precise model pos-
sible. At any time instant in this process, the
model represents the current knowledge about
the system based on evidence from all data
sources. This approach is different from cur-
rent information integration approaches used
in many applications. In information integra-
tion systems, the system analyzes each data
source and then combines results of data
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sources with each other in a predefined con-
figuration.

An assimilation approach can efficiently
deal with real-timedataby keeping only what is
important for the goal of the system. Most ap-
plications collect real-time data, and it is very
important to know that all dataisnot equal and
theimportance is context dependent. Informa-
tion systemsmust learntoignoreirrelevant data.

Thisapproach also allowsavery smooth
and effective introduction of semanticsin the
process. In our approach this semanticsisrep-
resented in the event models used in the sys-
tem. This perspectiverequiresthat strong event
models should be available not only for appli-
cation-level events, but also how these events
should betransformed into elemental and then
dataevents. Thisrequiresdevel opment of event
trangdlation algorithms. There are some infor-
mation integration oriented approachesthat use
similar techniquesto combineinformation from
multiple sourcesinto application events (Atrey,
Kankanhalli, & Jain, 2005; I hler, Kirshner, Ghil,
Robertson, & Smyth, 2005). Thisapproach may
be useful in some applications, but approaches
that will focus more on assimilating informa-
tion from multiple sourcesare required.

Unified Indexing

Current indexing techniques either focus
on low level data and organizational issues or
result in data silos based on the type of data.
An approach to datasilo breakdown isto build
a unifying indexing system that introduces a
layer on top of the metadatalayer of each data
silo, or disparate data source. The layer uses
an event-based domain model and metadatato
construct a new index that is independent of
data type.

An event model parses the data as it is
coming and assimilates data to build a situa-
tion model that reflects knowledge about the
event on the basis of information collected so
far. The system essentially creates a list of
spatio-temporal eventsasthey takeplace. This
becomes the database that describes domain
semantics and links these events to individual

data streams. We call this collection an event
base that stores the name and nature of the
event and all other relevant information. The
relevant information may not be available at
thetimethe event is created. If so, when it be-
comes available, the system attaches it to the
event. Thus, the event base is an organic data-
base that keeps growing as a result of many
different processes running. The event base
also storeslinksto original datasources, which
means the system can present the appropriate
mediain the context of a particular event.

A user interacts with the event base di-
rectly, and the event base uses original data
sources as required. This has several impor-
tant implications. The system can pre-process
important information related to events and
objects according to its domain knowledge. It
can present information using domain-based
visualization, and it can provide unified access
toall information related to an event, indepen-
dent of the time the data became available or
was entered in an associated database. Because
of these characteristics, unified indexing isthe
backbone of an e-chronicle environment.

Interaction Environment

In addition to informational, experiential,
and relational components, an event has three
important dimensions: what it is (its name and
class), where it took place, and when it took
place. A user navigating through an event base
isinterested infinding all eventsof aclassthat
occurred at a particular location and time. Lo-
cation can be specified using somekind of map
— geographic, schematic, or conceptual. Time
could be organized asatimeline or using some
other mechanism.

Inour earlier work (Gong et ., 2004), we
presented an interaction environment in which
users may select one or two event classes or
navigate through class hierarchies. The depth
of the hierarchy depends on the model used in
the application and the data available for these
events. Different selection tools could be used
for different areas. Event can be selected using
selection, location by using panning and zoom-
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ing in a map, and time selection in time line
could also be based on zooming and panning.

In the multidimensional search environ-
ment mentioned previoudly, it is important to
introduce What-You-See-1s-What-You-Get
(WY SIWY G) characteristics. Once a user se-
lects event classes, part of the map, and time,
all events and their selected attributes are pre-
sented by the system. By displaying events on
amap aswell ason atimeline, theWY SIWY G
approach maintains event context in amultidi-
mensional environment. A user action in one
part automatically updatesresultsin other win-
dows. Asusers changethe search criteria, they
get immediate resultswith minimal latency. The
system displays results continuously, making
it easier to hypothesize about datarel ationships.
It may be possible to test ahypothesis by link-
ing such a system to data-mining tools.

By selecting an event in any of the three
windows (what, when, or where), detailed in-
formation, experiences or relationships could
be visualized or explored further. The system
providesall relevant datasources (audio, video,
or text) and any other event characteristics
stored in the event base. Interaction environ-
ment should also use context and personaliza-
tion to present appropriate information to each
user.

THE EC-ASSIST E-CHRONICLE

We have implemented e-chronicles for
several different application domains, such as
research, meetings, and work processes (for
example, Gong et al., 2004; Jainetd., 2003; Kim
et al., 2004). Our focus has been mostly on ap-
plying the event-centric approach to informa-
tion management and exploration in those do-
mains and demonstrating the benefits of this
approach. Thebasic e-chroniclefunctionalities
asdiscussed inthe section on“High-Level Ar-
chitecture of E-Chronicles’ — support for the
analysisand handling of metadata, dataassimi-
lation, unified indexing, and an interaction en-
vironment — were treated mainly in an ad-hoc
fashion.

Weare currently applying the experience
from those early ad-hoc e-chronicle prototypes

inthe DARPA project “ Electronic Chronicling
and Group Wear for Advanced Soldier Infor-
mation Systems and Technology” (EC-AS-
SIST). While the project goal isto develop an
e-chronicle that helps soldiers equipped with
wearable sensors — cameras, GPS receivers,
accelerometers, microphones— to analyzethe
course of reconnaissance missionsand prepare
after-mission reports, we want to develop more
generic and broadly applicable solutions for
thebasic e-chroniclefunctionalities. While our
project partners work on solutions for sensor
data analysis and metadata extraction (IBM T.
J. Watson Research Center, GeorgiaTech), in-
formation assimilation (GeorgiaTech, MIT), and
interaction environments (IBM T. J. Watson
Research Center), our focusison unified event
modeling and storage (seealso Terpstra, Behndl,
Fiege, etal., 2003).

In the following, we illustrate many of
the high-level rationales behind e-chronicles
presented in the previous sections from the
concrete perspective of the EC-ASSIST project.
In particular, we motivatethe need for the event-
centric approach of e-chroniclesto mediaman-
agement in EC-ASSI ST instead of atraditional,
media-centric approach as found in today’s
multimediadatabases and multimediaretrieval
systems. We then outline challenges and re-
quirements one faceswith regard to the model -
ing of eventsin e-chronicles. We describe the
overall design E, ageneric E event model for e-
chronicle applications addressing these chal-
lenges. Finally, we give an architectural over-
view of the event database component based
on E that isused in EC-ASSIST.

Event-Centric Media Management

Current infrastructure components for
multimedia datamanagement such as multime-
diadatabases and multimediaretrieval systems
are media-centric. They focus on media and
their descriptive metadata, often even limiting
themselvesto asingle mediatype such astext,
image, or video (King, Popitsch, & Westermann,
in press). The events documented by media—
if at all considered — form just one part of me-
diametadata. Thisclassic media-centric view-

Copyright © 2006, Idea Group Inc. Copying or distributing in print or electronic forms without written permission of |dea Group Inc.

is prohibited.



Int’l Journal on Semantic Web & Information Systems, 2(2), 1-23, April-June 2006 9

Figure 2. Media-centric media management illustration
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point does not suffice the needs of usersin EC-
ASSIST; instead an event-centric e-chronicle
application is needed. Also, conventional me-
dia-centric multimedia data management com-
ponents do not provide an adequate underpin-
ning for theimplementation of e-chronicles.

To support theseclaims, Figure 2 and Fig-
ure 3 illustrate the differences between tradi-
tional media-centric media management and
event-centric mediamanagement in e-chronicles
using an early media-centric user interface pro-
totype for EC-ASSIST that runs on top of a
classic media-centric multimediadatabase (Fig-
ure 2) and an experimental aternative event-
centric e-chronicleuser interfacewe haveimple-
mented on top of an event base (Figure 3). Both
user interfaces directly reflect the respective
approach to multimedia data management of
their backend.

In the classic media-centric multimedia
database for EC-ASSIST, the various media

(videos, photos, and audio recordings) created
both manually and automatically during mis-
sions are indexed by metadata including the
context of capture (time, GPS position of cap-
ture, soldier state), content categories deter-
mined by content analysis (indoors, gunshot,
car, etc.), and further descriptive data such as
theresults of speech transcription and faceand
number plate detection. Queryingis performed
along these metadata, and the results of que-
riesaremedia

Inthe event base underlyingthe EC-AS-
SIST e-chronicle, the eventsthat occurred dur-
ing missionsform the primary information unit.
They are described by time and location of
their occurrence and relationships to other
events, especially composition relationships;
all media and sensor data that document
events are also considered descriptive data
about events. The event base supports the
querying of events along these descriptive
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Figure 3. Event-centric media management illustration
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properties, with the result of queries being
again events.

A magjor problem of applying media-cen-
tric multimedia data management for EC-AS-
SIST isthe clear impedance mismatch between
the primary objects of interest to data manage-
ment and the primary objects of interest to us-
ers. Soldierswant to know of important events
that occurred on their missions such as area
observations, encounters, or insurgents ar-
rested and the characteristics of those events.
Media components are just sources of infor-
mation among othersfrom which insights about
the events can be obtained. But media-centric
datamanagement facilitates querying of media
along their metadata. This encouragesthe cre-
ation of mediatype-specific information silos.
This also hinders the implementation of e-
chronicleswith media-centric multimediadata
management components, asthesetypically do

not provide immediate support for the query-
ing of events.

In e-chronicles, events also serve as a
unified index onto any media and sensor data
that document a given event regardless of mo-
dality. Unified indexing via events thus pro-
videsamultimodal abstraction from raw media
and sensor data, which promotes the applica-
tion of multimodal content and sensor analysis
for event detection and inference. In EC-AS-
SIST, arecentfieldtrial revealed that audio re-
cordingsduring missionsare heavily distorted.
This leaves the detection of events like sol-
diers greeting people by means of speech tran-
scription alone very unreliable. However, the
situation can be improved by assimilating
speech with accelerometer data for detecting
handshakes. In contrast, media-centric multi-
mediadatamanagement and infrastructure com-
ponentstypically keep different typesof media
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or sensor dataisolated from each other, provid-
ing no direct links for supporting multimodal
event detection.

Unified indexing viaeventshasafurther
positive side effect on scalability. When ana-
lyzing data from hundreds of missions and se-
lecting an area on a map view, media-centric
multimediadatamanagement will usually inter-
pret the query such that any scrap of media
captured during amission in that areaisto be
returned. But the soldier more likely wants to
be informed about the important events that
occurred in the area, abstracting from the po-
tentially many media that document them. E-
chronicles and their event-centric media man-
agement share this interpretation.

Moreover, events are a modeling con-
struct that can be seamlessly applied to many
different abstraction levels. The event-centric
approach of e-chronicles to multimedia data
management in EC-ASSIST can capture low-
level technical media creation and content
analysis events such as “manual photo” or
“gunshot.” But it can also aggregate them (e.g.,
viaspatiotemporal clustering) to domain events
like“ observation” or “encounter” closer to the
user’s thinking. Although media and their
metadata could be regarded as media creation
and content analysis events in media-centric
multimediadata management, complex events
cannot be represented without providing fur-
ther data modeling constructs such as media
foldersor complex mediaobjects(Kingetal., in
press).

By treating events as first-class citizens
independent of media, e-chronicles can handle
multiple views onto the same mediaand sensor
datagracefully. In EC-ASSI ST, two soldiersmay
very well have different opinions about the
course of a mission and the reasons for this
course. Ine-chronicles, different eventscan refer
to the same mediaand sensor datathereby cap-
turing different views and interpretations of
these contents. By storing interpretations of
content in media metadata, in contrast, media-
centric multimedia data management tends to
superimpose global views onto content.

Inanalyzing missionsin EC-ASSIST, not
only events are of user interest but also the
associations between events, like structural,
causal, temporal, and spatial relationships. Due
to their focus on media, however, media-centric
multimediadata management typically consid-
ers only associations between media. This
makes the representation of inter-event asso-
ciationswith traditional media-centric multime-
diadata management components difficult.

Finally, events are also central concept
in distributed systems and data stream man-
agement (Atrey et al., 2005; Carzaniga,
Rosenblum, & Wolf, 2001; Demers, Gehrke,
Hong, et al., 2005; Pietzuch, Shand, & Bacon,
2003). The event-centricity of e-chronicle ap-
plications suits the distributed nature of media
and sensor data production in EC-ASSIST. It
also opens up the system to future extensions
such as the analysis of live events from ongo-
ing missions or the provision of mobile notifi-
cation systems that inform soldiers on patrol
about important events in close by.

A General Event Model for
E-Chronicles: Design Considerations

In previous implementations of e-
chronicles, the data models we applied for the
representation and storage of events were ad-
hoc, directly tailored to the particular kinds of
events encountered in an application domain
(Appan & Sundaram, 2004; Gong et al., 2004;
Jainetal, 2003; Kimet a., 2004; Pingali et al.,
2002). Our ambitionsinthe EC-ASSIST project
are to not only come up with an event model
that is only suitable for capturing events oc-
curring during reconnaissance missions but to
come up with an event model that is generally
applicable to many different domains. Such a
general event model would provide the foun-
dation for reusable and interoperable event
management components:

e Generic event bases for storing events
< Event query languages and event query pro-
cessors based on them
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Event rule languages and event inference
engines based on them

Interoperable sensor data analysis and as-
similationtools

Distributed event notification systems
Reusableinteraction environmentsand user
interface componentsfor event exploration

A common multimediaevent model may

even constitute the germ of an Event Web (Jain,
2003a): aworldwideinfrastructure of interlinked
events and related media and sensor data as
opposed to the network of interlinked
hypermedia documents provided by the World
Wide Web. In order to meet these expectations,
several requirements need to be considered
when designing ageneral event model:

Formal definition: A formally defined event
model will provide afoundation for the de-
velopment of event query and rule lan-
guages with sound operator semantics.
Globally unique identification: Events
should be uniformly and uniquely identifi-
able, allowing oneto addressand interrelate
events regardless of their origin.
Expressiveness. An expressive event model
will be more broadly applicable. It should
provide rich primitives for the representa-
tion of elementary aspects of event descrip-
tion: the temporal aspect — the time when
an event takes place, the spatial aspect —
the place where an event occurred, the in-
formational aspect — theincident signified
by an event and the involved entities, the
experiential aspect — mediathat can be con-
sumed by the user providing documenta-
tion on the course of event, the structural
aspect — the sub-events that occurred dur-
ing the course of amore complex composite
event, and the causal aspect — events that
were the cause of agiven event.

M edia-awar eness. In order to be capable of
serving as unified indexes onto media and
sensor data, the event model should pro-
vide primitives for referencing media, sen-
sor data, and parts of media or sensor data
for a broad range of modalities. It should

also be ableto capture basic metadata about
thereferenced mediato aid selection.

M edia-independence: Despiteadesirablede-
gree of high media awareness, an event
model for e-chronicles should nevertheless
maintain mediaindependence. Sinceevents
may be documented by many different mo-
dalities, they do not form adescriptive prop-
erty of a single medium alone and cannot
reasonably be made part of its metadata;
events exist independent of documenting
media

K nowledge-awar eness: Oneshould beable
to relate events not only to media or sensor
data that document them but &l so to the en-
tities of an application domain that are in-
volved in an event. It should thus be pos-
sible to address to domain knowledge in
various external information sources that
may range from domains ontologiesor data-
bases to address books or calendars.
Relationship support: To a user working
with an e-chronicle, just as important as
events are the relationships between them,
such astemporal, structural, or causal ones.
Representing relationshipsexplicitly and not
implicitly by references or pointers between
eventsisessential, asit allowsoneto estab-
lish different, even conflicting, viewsof dif-
ferent users on the structure and cause of
the same set of events.

Uncertainty: Current mediaand sensor data
analysis methods for the automatic detec-
tion of events, event properties, and asso-
ciations between events are unreliable, im-
precise, and possibly ambiguous. Thisholds
especially true for very uncontrolled envi-
ronments such as outdoors reconnai ssance
patrolsin EC-ASSIST. During arecent field
trid, for example, automatic detection of cars
on photos as well as automatic recognition
of their number plates has provento bevery
unreliable. Thus, thevalidity of acar detec-
tion event will be highly uncertain just as
the validity of a descriptive property carry-
ing the number of the car attached to that
event. A suitable multimedia event model,
and indirectly, any query and rulelanguages
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Figure 4. A typical event model
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e = (id, type, {attribute values}, timestamp, GPS, {subevents}, {causal events}, {URLs})

on top of it, must be able to handle such
uncertainty.

» Extengbility and adaptability: A broadly ap-
plicable event model for e-chronicle appli-
cations needs to be able to adapt to differ-
ent needs for the representation of events
indifferent application domains. Eventsina
research e-chronicle certainly differ from
eventsinthe EC-ASSIST e-chronicle.

Figure 4 provides a sketch of a class of
event models commonly encountered in cur-
rent e-chronicle applications (Appan &
Sundaram, 2004; Gong et a., 2004; Jain et al.,
2003; Kimet d., 2004; Pingdi et a., 2002), event
querying, inference, and storage mechanisms
(Francoiset a., 2005; Kim et al., 2005; Kosch,
Bdszorményi, Bachlechner, et al., 2001; Liu,
Gupta, & Jain, 2005; Pack et a., 2004), and dis-
tributed event notification systems and data
stream management systems (Atrey et al., 2005;
Boll & Westermann, 2003; Carzanigaetd., 2001;
Demerset a., 2005; Luckham, 2002; Pietzuch et
al., 2003; Olsson & Nilsson, 2001). Thisclassof
models uses more or less structured tuples for
the representation of events. As indicated in
the sketch, these tuples usually capture an
event’s informational aspect by elements pro-
viding an event id, the event type, and possi-
bly a set of additional, generic attribute-value
pairs to further describe the “what?’ of an
event. Thetemporal aspect isusually specified
by either atime stamp or atime interval in a
given unit of measure, the spatial aspect by a
geographic point or region. For capturing the
structural and causal aspects of an event, a
tuple may hold sets of ids of subeventsor caus-
ing events; for capturing the experientia as-

pect, atuple may carry aset of URLS pointing
to documenting media and sensor data.
Whilelooking reasonable at first glance,
such an event model does not adequately ac-
count for the previous design considerations:

e Uncertainty is not considered.

» Predefining the representation of an event’s
temporal and spatial aspect in the described
way may not be adequatefor every applica-
tion. Time stampsand geographic pointsare
good representations of the time and place
of discrete events, such as a gunshot in the
EC-ASSIST scenario. Time and place of a
patrol event with atemporal or spatial exten-
sion are better represented using timeinter-
vals and geographic regions. It can also be
desirable to express time and location of
events in terms of temporal or spatial con-
cepts. For example, precise geographic co-
ordinatesfor capturing individual buildings
of avillage in terms of geographic regions
may be unavailable. It can thus make sense
to express the spatial aspect of events that
occurred inthevillage by referring to spatial
concepts that represent those buildings. Fi-
nally, there may be events whose time or
location of occurrenceisnot known exactly,
but only in relation to other events. For such
events, it is appropriate to express the tem-
poral and spatial aspectsin form of temporal
and spatia relationships to other events.

» The use of references to capture subevents
and causal events imposes a single struc-
ture and causality onto an event asa global
fact. But as already explained: soldiers in
the ECASSIST e-chronicle application, for
instance, may have different views onto the
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course of a patrol and the reasons for that
course.

e The experiential aspect of an event is not
captured sufficiently in the sketched model,
since media metadata is not considered.

The E Generic Event Model for

E-Chronicle Applications
Considering these difficulties of conven-
tional event models to serve a broader variety
of e-chronicle applications, we have chosen a
different approach toward event modeling in
EC-ASSIST. For the devel opment of generic E
event model, we have applied the following

design principles(Terpstraet a., 2003):

e Cover theprimary objectsof interest: This
includes occurrenceslike eventsand activi-
ties but also the entities — conceptsin ex-
ternal knowledge sources and media and
sensor data — to which these occurrences
are related. This provides E's media- and
knowledge-awareness.

e Addresstheessential aspectsof event de-
scription: E explicitly takes account of the
temporad, spatial, informational, experiential,
structural, and causal aspects of event de-
scription. Application-specific aspects can
beintroduced if feasible.

e Providerich event descriptors. Eventscan
be described by attribute values of arbitrary
domains, simple tags, references to con-
cepts, media, and other sensor data, and may
participatein n-ary relationshipswith other
events. Thus, E is highly expressive.

e Permit theuseof any kind of descriptor for
any description aspect: E doesnot prescribe
which of the descriptors to use for the rep-
resentation of which aspect in an applica-
tion domain. As demanded by our require-
ments, E is thus highly adaptable to indi-
vidual application needs.

» Offer generality: Eisageneric model that
does not predefine any types of events, con-
cepts, media, or descriptors. Thismakesthe
model highly extensibleto application needs.
For the definition of the applicable typesin
adomain, E reliesontheavailability of event

schema or ontology languages. Such alan-
guageisstill awork in progress.

e Support uncertainty: Any primary object
and any descriptors attached to them can
be assigned confidence values, allowing one
to express uncertainty not only at the level
of eventshbut also at thelevel of event prop-
erties.

Figure5 givesan overview of the E event
model using object-oriented modeling. Therea-
son for using a semi-formal approach for the
specification of the model was to be able to
prototype and apply the model quickly. Weare
currently in the process of formalizing the
model.

As one can see, E distinguishes three
kinds of model constituents— primary objects
of interest, descriptors applied to describethose
objects, and the description aspects addressed
by a descriptor. Each constituent is globally
identified by a universally unique identifier
(UUID), which is easy to produce in distrib-
uted settings without synchronization over-
head. The type of a constituent, similar to the
Resource Description Framework (RDF), and
the schema, from which the type is taken, are
identified by uniform resourceidentifiers (URIs)
that can be freely chosen for an application.
Thissimilarity allowsusto consider toolsfrom
the RDF community for the definition of event
schemas. Moreover, it is possible to specify
the creator of each constituent (for example, a
user or software component), the time of its
technical creation, and the creator’s confidence
initsvalidity. Thisintroduces uncertainty to E
and may be useful for the assimilation and syn-
chronization of datafrom different sources. The
confidence of amodel constituent isarea num-
ber intherangefrom 0to 1.0, with 1.0 meaning
that the constituent’s creator considers the
validity of the of component as factual and O
meaning that the constituent is considered in-
valid. Description aspectsaways have aconfi-
dence of one.

Figure 6 showsthe primary objectsinthe
E event model. These are categorized into two
groups: event-like occurrences — which sub-
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Figure 5. E model overview (UML class diagram)

Constituent
+id : UUID
+ name?: Siring
+ type: URI
+ schema: URI
+ creator: URI
+ creationTime: UTC

+ confidence: [0..1]

AN

p
inv: confidence =1

‘ described by

addresses |

|Primaiyobject "1—“‘ Descriptor H Aspect

T <<instantiates>>
]

I experiential: } i 1 temporal: I
|

' structural: }H spatial: |
i

' } - {lnformatlonal |

Figure 6. Primary objectsin E (UML class diagram)
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sumetelic events, atelic activities, and constel-
lations — and entities — which subsume ab-
stract concepts and sensor data. Constellations
consgtitute n-ary relationships between occur-
rences, including other constellations, introduc-
ing explicit support for relationships as first-
class object to E. E treats constellations as oc-

currences, because the fact that eventsarein a
certain relationship to each other may signify
an important incident in an application. Con-
cepts represent important notions of an appli-
cation domain involved in occurrences. They
may be augmented with referencesto external
knowledge sources — databases, ontologies,
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Figure 7. Occurrences example (UML object diagram)

patrol: Actitivity

gunshot: Event

id = um:uuid:....

type = umn:assisttype:activity:patrol

schema = urn:assist:schema

creator = umn:assist:eChronicle:system
creationTime = Fri Dec 16 23:23:05 PST 2005
confidence = 1

id = um:uuid:....

type = um:assist-type event.contentanalysis:sound:gunshot
schema = urn:assistschema

creator = urnzibm:soundanalysis

creationTime = Fri Dec 16 23:23:05 PST 2005

confidence = 0.9

car: Event

car search: Constellation

id = umuuid-_.

type = umn:assisttype event.contentanalysisiimage:car
schema = urn:assist:schema

creator = um:ibm:imageanalysis

creationTime = Fri Dec 16 23:23:05 PST 2005
confidence = 0.6

id = umuuid:__.

type = umn:assisttype constellation:eventcluster:spatiotemporal
schema = urn:assistschema

creator = urnzibm:soundanalysis

creationTime = Fri Dec 16 23:23:05 PST 2005

confidence = 0.9

calendars, and so forth — carrying further in-
formation about them. Sensor data represent
arbitrary pieces of mediaor sensor data docu-
menting occurrences. They may be augmented
with pointers to physical storage and network
access locations of those data. Concepts and
sensor data establish the media- and knowl-
edge-awareness of the model.

Figure 7 gives some examples of E pri-
mary objects as they occur in the EC-ASSIST
e-chronicle, showing types, creators, creation
time, and confidence values. The activity “pa-
trol” represents areconnaissance mission. The
events “gunshot” and “car” represent events
that have been automatically detected by sound
and image analysis from the audio captured
with one of the microphones attached to a sol-
dier and a photo taken with a camera attached
toasoldier’'shelmet.

E permits occurrences to have a confi-
dence of lessthan 1. In the example, this fea-
ture has been used by the content analysiscom-
ponents that detected the events to express
thelimited reliability of their applied event de-
tection methods.

The depicted constellation represents a
cluster of events closely related in time and
spacethat may indicate alarger incident of im-
portancein amission: acar searchinthiscase.
More details on the idea behind the use of
gpatio-temporal clustersin EC-ASSIST arepro-
vided in the“E Event Base” section.

Figure 8 shows some examples of enti-
ties asthey appear in EC-ASSIST. The sensor
data “microphone recording” and “helmet
photo” capture the audio and image data from
which the events “gunshot” and “car” of the
previous figure have been derived. The sen-
sor dataprovide alogical abstraction; the raw
data, which have been uploaded to a Web
server after the mission, arereferenced by cor-
responding sensor sources. The concept “ Ab-
erdeen training grounds’ constitutes a spa-
tial concept that can be used for the descrip-
tion of the patrol locations. It pointsto a GIS
database that offers further data about that lo-
cation using a knowledge source. E regards
concepts and pieces of sensor data as facts.
Unlike occurrences, they always have a confi-
denceof 1.

Figure 9 showsthe different kinds of de-
scriptors E offers. Descriptors are attached to
primary objectsand may not exist ontheir own,
thus forming second-class objects in E. Any
primary objects can be described by arbitrary
attribute values. Furthermore, document de-
scriptors allow occurrences to refer to sensor
data that document them. The kind of docu-
mentation provided is given by the document
descriptor’stype. E offers selectors to address
only parts of sensor data with document de-
scriptors. Occurrences may also refer to con-
ceptsof an application domain using reference
descriptors. The role the concept plays for an
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Figure 8. Entities example (UML object diagram)

microphone recording:SensorData
id = urn;uuid....
type = umn:assistype:sensor-audio:microphone
schema = urn:assist:schema

audioflle:SensorSource
location = hitip/iwww...

creator = umassist-soldierg i joe
creationTime = Fri Dec 16 23:23.05 PST 2005
confidence = 1

helmet :SensorData
id = urn;uuid....
type = um:assistype:sensorimage:photo-helmet
schema = urn:assist:schema

format = audio/x-wav
size = 10000000

!!Egg !b:sanaorsoume
location = http/Awww...

creator = umassist-soldierg i joe
creationTime = Fri Dec 16 23:23.05 PST 2005
confidence = 1

Aberdeen tralning grounds:Concept
id = urncuuid:....
1ype = umn:assist:ype:conceptiocation-training
schema = urn-assist:schema

format = image/jpeg
size = 10000

gls:KnowledgeSource

conceptlD = um:gis:area:aberdeen

credlor = umn:assisteChronicle
creationTime = Fri Dec 16 23:23:05 PST 2005
confidence =1

Figure 9. Descriptorsin E (UML class diagram)

schema = urn'gis-darpa-trainingtacilitydb
location = jdbc....

Descriptor

AttributeValue

1 .
| Constellation H Particlpation

+value - Object
+ domain: Class

1 .
| Concept |~—‘ Reference

Attr
Inv: value.oclType = domain

1
|mDﬂﬂHDﬂﬂlmﬁﬂl
1

Tag
+ tag - String

Document
Inv: Selector > forAll (s1 1

Selector
not(select -> exisis(s2 |
TextualSelector - not(s1 =s2) and
+ start - offset s1.ociType
+ end- offset = s2.0clType))

+ topleft : point + start - msec

+ height: pixels

SpatlalSelector TemporalSelector

+ width: pixels + duration: msec

occurrence is again given by the descriptors
type. Quite similar in purpose to reference de-
scriptorsaretag descriptors. But instead of link-
ing to a formal, predefined concept, the con-
cept referred to by atag is specified by afree

text string. This enables “folksonomy” appli-
cationswhere events are being relaxedly anno-
tated with free text tags in a collaborative ef-
fort. Finally, an occurrence may participateina
constellation viaparticipation descriptors. The
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rolein which the occurrence participatesisagain
given by the descriptor type.

It isour intention with E to focus on the
representation events and other occurrences
indifferent application domains. Whilewewant
to relate occurrences to the concepts of an ap-
plication domain involved, it isnot our goal to
also describe the concepts of the domain and
their interrelationships and thereby re-imple-
ment what isalready availablewith established
knowledge representation model s such asRDF
or Topic. Therefore, we ddiberately constrained
E not to alow descriptors to be attached to
entities, with the sole exception of attribute
values. The latter exception turned out to be
useful for pragmatic reasons, since one may
like frequently accessed basic metadata about
sensor data and properties of concepts to be
directly represented in E.

Figure 10 gives examples of descriptors
that could be attached to the occurrences and
entitiesof Figure 7 and Figure8inthe EC-AS-
SIST scenario. For reasons of space, thefigure
does not show the various description aspects
the descriptors address as the independent
model constituents that they are but indicates
them using the UML stereotype notation within
the descriptors. Attribute value descriptorsare
used to represent the temporal and spatial as-
pects of the “gunshot” and “car” events by
means of time points and GPS positions. These
can be obtained by correlating time and GPS
sensor datawith content analysis. Using docu-
ment descriptors, both eventsrefer in their ex-
periential aspect to the “microphone record-
ing” and “helmet photo” sensor datafromwhich
they have been detected via content analysis.
Selectors are used to demark the occurrence of
the events in the sensor data more precisely.
The “gunshot” and “car” events further par-
ticipate in the “car search” constellation via
participation descriptors. This indicates that
they are members of the spatio-temporal clus-
ter of events represented by the constellation.
A tag descriptor has been manually attached to
the constellation by asoldier during after-mis-
sion analysis to indicate that the larger inci-
dent denoted by the event cluster isacar search.

The temporal aspect of the “patrol” ac-
tivity is represented by an attribute value car-
rying atime interval spanning the duration of
themission. A reference descriptor pointing to
the “Aberdeen training grounds’ concept is
used to capture the spatial aspect of the activ-
ity.

Descriptors of occurrences may have a
confidencevaue of lessthan 1. ThispermitsE
to take account of the uncertainty behind de-
scriptorsthat have been automatical ly extracted
out of media or sensor data with content and
sensor data analysis methods of limited reli-
ability. In the example, thisis used for the at-
tribute value descriptor attached to the “car”
event that holds the license plate number of
the detected car extracted from the “helmet
photo” sensor via unreliable OCR methods.
Attribute value descriptors that are attached to
entities always have a confidence value 1. In
the example, the “helmet photo” sensor data
features an attribute value descriptor captur-
ing the color histogram of the picture.

The E Event Base

Onthe basis of E, we have implemented
aninitial event base prototypefor EC-ASSIST.
Given the genericity of E, however, this event
base will be applicable to a broad spectrum of
e-chronicleapplications.

Figure 11 givesahigh-level overview of
the event base. For itsimplementation, we have
made use of the Ruby on RailsWeb application
framework. The core of the event baseis made
up of arelational database server (currently
MySQL 5.0) hosting a database schema that
constitutes a straightforward translation of the
object model for E outlined in the “E Generic
Event Model for E-Chronicle Applications’ sec-
tiontotherelationa datamodel. Usingthelight-
weight object-relational mapping framework
offered by Rails, we then provide an object-
oriented 1:1 implementation of the E object
model on top of the relational schema. The
implementation provides basic accessors to
and constructors for E's constituents as well
as navigation methods for traversing event
structures expressed in E.
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Figure 10. Descriptors example (UML object diagram)

‘AttributeValue
<<temporal>>

id = urn:uuid:

type = um:assist:type:attributevalue:duration
patrol:Activity

confidence = 1
domain = Interval

object = {Fri Dec 16 20:00:00 PST2005; 60min}

‘SpatialSelector
topleft = 10,10
width = 300
height = 200

:Document
<<experiential>>

Aberdeen training
grounds:Concept

id=umuuid.... =~ helmet photo:
type = um:assist:type:document:autocap] SensorData
‘Reference =1
<<spatial>>
id = urn:uuid:...
type = um:assist:type:reference:area
confidence = 1 “AftributeValue AttributeValue
<<informational>> <<informational>>

‘AttributeValue
<<temporal>>

id = urn:uuid:...
type = urn:assist:type:attributevalue:timepoin|

id = urn:uuid:
type = urn:assist:type:attributevalue:numberplidte

confidence o =0.4
domain = String
object = "535 PWR xJnd"

id = urn:uuid:
type = um:assist:type:attributevalue:colorhistogfa

confidence =1
domain = ColorHistogram
object = {0x000000: 0.234, ..}

car: Event

confidence = 1
domain =Timestamp

object = {Fri Dec 16 20:15:47 PST2005]

Participation
<<structural>>

‘AttributeValue
<<spatial>>

id = urn:uuid:

id = urn:uuid:...
type = um:assist:type:participation:clustermem

confidence =1

car search:
Constellation

type = urn:assist:type:attributevalue:gps

confidence = 1
domain = GeoPosition

object = {33.34N;35.32W}

Participation

Tag
<<informational>>
<<structural>>

‘AttributeValue
<<temporal>>

id = urn:uuid:...
type = umn:assist:type:participation:clustermemper

confidence = 1

id = urn:uuid:...
type = umn:assist:type:tag:manualannotation

confidence = 1

id = urn:uuid:

tag = "Car Search”

type = urn:assist:type:attributevalue:timepoiry
ﬁ'&shof: Event I
confidence = 1

domain = Timestamp

:Document
<<experiential>>

object = {Fri Dec 16 20:16:45 PST2005}

id = urn:uuid:
type = um:assist:type:document:autocapfure

microphone recording:
SensorData

=1

AttributeValue

<<spatial>>

id = urn:uuid:...
type = un:assist:type:attributevalue:gps

confidence =1
domain = GeoPosition
object = {33.35N;35.30W}

Based on the E object model, we have
then implemented a Web service API with ba-
sic functionality for adding, modifying, delet-
ing, and retrieving the model constituents
stored in the event base for e-chronicle appli-
cations. As we have not developed an event
retrieval languageyet, the APl offersprimarily
navigational access to the event base. Given
that the predominant access mode to event data
ine-chroniclesisby interactive exploration, this
is adequate. However, it is our goa to merge
our past research efforts with regard to event
query engines(Kimetal., 2005; Liuet a., 2005)

:TemporalSelector
starf = msec 3000

duration = 10msec

with the E event model to also obtain adequate
declarative querying facilitiesfor E.

The EC-ASSIST e-chronicleisthe first
application running on top of the E event base.
The user interface, which we have already in-
troduced in the“ Event-Centric MediaManage-
ment” section, makes use of the navigational
Web service API for the browsing and filtering
of events along time, location, and structure.
Viathat API, eventsthat occurred during apa-
trol are also ingested into the event base. This
isatwo-step process. In afirst step, the events
detected by the sensor data and media analy-
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Figure 11. E Event Base Architecture
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sis methods of our project partners are gath-
ered after the mission. These constitute low-
level, sensor data events focused on one mo-
dality — such asthe* car” and “gunshot” event
inthe examplesof the* E Generic Event Model
for E-Chronicle Applications’ section— all of
which areindexed by time and GPS position of
their occurrence. There is the need to assimi-
late these data-level eventsfrom different mo-
dalitiesand to aggregate them to the real-world
mission events they document such as “car
search” that are closer to the thinking of sol-
diers. For this purpose, we are evaluating the
use of spatio-temporal clustering techniques.
The basic rational e behind this approach isthat
if something of interest is going on in amis-
sion, therewill beaspatio-temporal concentra-
tion of events— either because soldiers create
more media to document the events going on
or simply because they stay in the area of the
event for alonger time. Moreover, sensor data
analysis results in such an uncontrolled envi-
ronment as a military reconnaissance patrol
tendto bevery unreliable, leaving timeand GPS
position the most reliable characteristics avail -
ablefor high-level event detection. First results
obtained from the application of spatio-tempo-

ral clustering for mission event detection on
real-world patrol datafrom arecent evaluation
of EC-ASSIST withrea soldiersarevery prom-
ising.

TheE event base currently lacksan event
schemalanguage for E. Asthereis no compo-
nent in the event base that ensuresthe validity
of the stored events with regard to the allow-
able event types and their permissible proper-
tiesin adomain, applications such as the EC-
ASSIST e-chronicle are thus burdened with
extra code to ensure consistency of the event
base contents themselves. We are evaluating
the use of ontology languages such as RDF
Schemaand OWL from the Semantic Web do-
mainwith regard to their suitability for the speci-
fication of event schemasfor E.

CONCLUSION

We presented a class of emerging appli-
cations, MultimediaElectronic Chronicles, that
arebecomingincreasingly popular in disparate
application areas ranging from personal infor-
mation management to business activity moni-
toring. All these applications must organizetime
sensitive multimodal data and provide access
to this data in semantic terms. Current data-
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base and search engine techniques are unable
to address these applications effectively be-
cause both these areaswere devel oped for static
entities, and e-chroniclesarefundamentally re-
lated to dynamic situations and must deal with
spatio-temporal data.

We presented event-based organization
of e-chroniclesasapotential solution. The uni-
fied event model could be used in multiple ap-
plications. This model can deal with informa-
tional, experiential, and basic data related to
eventsand can allow relational and causdl links
to explore different types of relationships
among events. For addressing issuesin analy-
sisof experiential dataand maintaining causal
and relational informationinvolving time, novel
approachesto capturing semanticsarerequired.
These approaches may require devel opment of
powerful event ontologies for different appli-
cation domains. Most current systems capture
object information, but are not designed for
eventinformation. Similarly, current approaches
to address metadata are powerful for represent-
ing semantics of data. However, in many appli-
cations the semantics depends on the param-
eters used in an interpretation process, and
current systems and standards have not even
started thinking about these cases.

Though, we areinvolved in multiple ap-
plications of e-chronicles, inthis paper wedis-
cussed a system called ASSIST that is being
developed under the sponsorship of DARPA
in partnership of GeorgiaTech, IBM, MIT, and
UC Irvine. Webriefly presented the project here,
and then focused on presenting details of the
event model and its implementation in e-
chronicle-like applications.

Theresearch presented hereisinitsearly
stage, but is addressing a very important and
fundamental problem. Theissue of organizing
and semantically accessing multimodal situ-
ational data is becoming increasingly impor-
tant in all aspects of the next generation of in-
formation systems. The semantic of experien-
tial data such as images, video, and audio is
more compl ex than the semanticsin text. Such
experiential data is becoming an increasingly
larger percentage of our information systems,

including the Web. It is important to address
issuesthat will allow capturing and representa-
tion of semantics in these systems so our sys-
tems can reason with them.
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