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1. INTRODUCTION

“User-Created Content” (UCC) or “User-
Generated Content” (UGC) (Wunsch-Vincent 
& Vickery, 2006) is paving the way towards 
a Web of “object-centred sociality” (Cetina, 
1997; Bojārs, Heitmann, & Oren, 2007): a 
collaborative knowledge management plat-

form built around documents or other objects 
of interest that goes beyond unidirectional 
publication and consumption. As well as user 
profiles, blogs, and other information manu-
ally input as text media by users, a significant 
proportion of UGC now consists of multimedia 
such as photographs, video and music. With the 
proliferation of cheap storage and affordable 
recording devices, interaction with digital multi-
media has become a major activity for computer 
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users. Furthermore, fast broadband network 
connections and ubiquitous, network-ready, 
sensor-laden mobile devices have facilitated 
the shift of this interaction to the global stage 
on the increasingly-available Internet.

Users create, store, upload, download, tag, 
rate, review, browse, search and share text, 
photograph, video and audio resources using a 
myriad of hardware and software tools on their 
personal computers, local networks, mobile 
devices and the Internet. This UGC multimedia 
is the currency of popular object-centered social 
network services like Flickr (photographs), 
YouTube (video) and Last.fm (music).

The spread of peer-to-peer distribution on 
the Internet and between mobile devices via 
Personal Area Networking (PAN) allows users 
to share raw multimedia directly with each other, 
increasing throughput over the network by cut-
ting out centralised “middle-men” such as Web 
servers. However, users of social networking 
services often find their profiles, preferences, 
tags and other meta-content locked into the 
proprietary repository of the service that they 
used to create the content. Every time a user 
wants to join another online social network 
hosted by a different social network service, 
they must leave their existing content behind 
and recreate or re-upload their user profile and 
all other UGC. This repetitive process can be 
extremely tedious and leads to the current situ-
ation where social networking services hoard 
UGC in isolated and disjointed islands of data.

Standards can bridge the gaps between 
these islands by providing best-practice means 
of storing and sharing UGC as portable, reus-
able data. Advocates of data portability -such 
as the Data Portability project1 -believe that 
users should be able to move, share, and control 
their identity, photographs, videos and all other 
forms of personal data independently. This can 
be done by separating the user’s content from 
the social network service’s functionality; in this 
way social network services can still compete 
for membership based on the value added to 
the user’s content by their functionality. Data 
portability can be enabled by the widescale 
adoption of reusable and extensible standards 

that allow users to control, share, and move 
their data from one system to another. Such 
standards are in fact at the heart of the Semantic 
Web vision, which has data portability as one 
of its key features.

Due to the dependence of the Semantic 
Web on ontology-based metadata, an important 
question is how to support the creation of this 
semantic metadata. As online social network-
ing and the Semantic Web converge, a social 
Semantic Web is emerging which may help 
kickstart this process: a Web of collaborative 
knowledge management which is able to provide 
useful information based on human contribu-
tions and which becomes more useful as more 
people participate.

Instead of relying entirely on automated 
semantics with formal ontology processing and 
inferencing, the idea behind the social Semantic 
Web is to complement the formal Semantic Web 
vision by adding a pragmatic approach relying 
on heuristic classification and tagging to cre-
ate semantic metadata in standard description 
languages. This requires a continuous process 
of eliciting crucial knowledge of a domain 
through semi-formal ontologies and emphasises 
the importance of manually-created, loose se-
mantics as a means to initialise the vision of the 
Semantic Web. While the Semantic Web enables 
integration of domain-specific processing with 
precise automatic logic inference computing 
across domains, the social Semantic Web offers 
a more social interface to semantics, allowing 
interoperability between objects of interest, 
actions and users.

To increase the relevancy of metadata, 
there have been efforts to expose, share, and 
connect Resource Description Framework 
(RDF) (Klyne & Carroll, 2004) metadata as 
Linked Data on the Web (Berners-Lee, 2006; 
Bizer, Cyganiak, & Heath, 2007). Linked Data 
refers to a style of publishing and interlinking 
structured data on the Web; the basic assumption 
behind Linked Data is that the value and useful-
ness of data increases the more it is interlinked 
with other data.

While much research has focused on 
managing and publishing existing knowledge 
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as portable, semantic metadata, we identify a 
need to support the initial supply of valuable, 
relevant, linked metadata to the Semantic Web. 
Indeed, principles, standards and tools are now 
emerging to support the creation of metadata 
that capture knowledge about community- and 
user-generated content (Breslin, Harth, Bojars, 
& Decker, 2005; Adida, Birbeck, McCarron, 
& Pemberton, 2008). However, most of these 
approaches revolve around capturing metadata 
from text or XHTML content; less focus on 
creating metadata describing UGC multimedia.

The complex activities that occur between 
UGC generation and sharing are receiving 
increased attention (management, retrieval, 
recommendation, etc.) (Rodden & Wood, 2003; 
Kirk, Sellen, Rother, & Wood, 2006; Lindley, 
Durrant, Kirk, & Taylor, 2009). The work re-
ported in this paper focuses on one such activ-
ity: annotation. Annotation enhances the media 
collections with metadata which facilitates 
consequent organisation, retrieval and sharing. 
While multimedia resources are now the subject 
of major knowledge management activity for 
Web users, the rates of metadata creation or 
annotation have fallen behind the rate at which 
multimedia data are created:

•	 95B photos on Flickr and Facebook alone 
(Pingdom, 2011; Mitchell, 2011).

•	 152M blog posts on the Internet (Pingdom, 
2011).

•	 20B tweets on Twitter during 2010 (Ping-
dom, 2011).

•	 3B photos uploaded to Facebook per month 
(Pingdom, 2011).

•	 35hrs of new video every minute on You-
Tube (Pingdom, 2011).

It is further speculated that the rapid adop-
tion of camera phones worldwide generated 
an additional 200 billion digital photographs 
in 2008 alone, with camera phones set to take 
89% of the mobile market by 2009 (InfoTrends/
CAP Ventures, 2004). This situation is set to 
further deteriorate in the future: forecasted 
mobile phone user and retail trends are reflected 

in Figure 1 (Euromonitor International, 2010; 
US Census Bureau, 2010).

With such an enormous amount of multi-
media data, a user manually looking for a 
particular media resource may feel like they 
are looking for the proverbial “needle in a 
haystack”; the result is that the user suffers from 
a particularly acute branch of information 
overload as their attempts to find relevant re-
sources are frustrated. The problem presented 
by the gap between audio-visual data and per-
sonal knowledge has been termed the “seman-
tic gap”.

Smeulders, Worring, Santini, Gupta, and 
Jain (2000) first defined the semantic gap 
specifically for visual media as “the lack of 
coincidence between the information that one 
can extract from the visual data and the inter-
pretation that the same data have for a user in 
a given situation” while (Dorai & Ventakesh, 
2003) refine and generalise it to “the gulf be-
tween the rich meaning and interpretation that 
users expect systems to associate with their 
queries for searching and browsing media and 
the shallow, low level features (content de-
scriptions) that the systems actually compute”. 
Smeulders, Worring, Santini, Gupta, and Jain 
(2000) further elaborate that while “the user 
seeks semantic similarity, the database can only 
provide similarity on data processing”.

Whereas text or structured data such as 
XHTML may yield some explicit content that 
can be extracted using natural language process-
ing or keyword extraction, it is more difficult to 
bridge the semantic gap with audio-visual data 
due to the analogue nature and high bit-rates 
involved. Useful metadata describing media 
resources bridges the semantic gap between 
what a resource means to a user and what it 
means to computers. This enables applications 
to perform the hard work of finding resources 
for the user and thereby alleviates the audio-
visual data overload.

To enable the machine to retrieve media 
resources for the user, however, we must first 
analyse how users themselves mentally recall 
the resources: this is covered next in Section 
2. Section 3 highlights key related work. 
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Then Section 4 outlines the ACRONYM an-
notation framework for context-aware UGC 
media annotation. Since photographs are the 
most ubiquitous, most prolific and therefore 
most urgent form of UGC media to address, 

the initial use case for ACRONYM has been 
personal photograph annotation as outlined in 
previous work (Monaghan & O’Sullivan, 2007) 
and with more recent results summarised in the 
following Section 5. The underlying recom-
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Fig. 1. Forecasted User & Retail Volume Trends 2003-2013 [17][47]

(ii) The number of subjects in the photograph re-
gardless of identity.

(iii) The identity of people who were present at the
time of capture, but not necessarily as subjects
in the photograph.

A key challenge is how to create this useful de-
scription metadata. Manual annotation of multi-
media is tedious and consumes large amounts of
time. Content-based approaches attempt to directly
address the semantic gap by using content-based
tools that try to extract semantic information from
the audio-visual content of multimedia [48]. For ex-
ample, low-level visual features such as dominant
colour, brightness and even simple shapes can be
easily extracted from images. However, the seman-
tic gap between identifying the low-level features
and recognising important semantic themes is still
wide and error-prone [44].
For example, off-the-shelf software like iPhoto and

Picasa make use of face recognition to recommend
the identities of people present in photographs. How-
ever, traditional face recognition methods cannot
satisfy the requirement of “reliable automatic face
annotation” for the case of personal photographs
[13]. Robust and reliable face recognition is still not
available as it depends on: (i) large training sets; (ii)
direct alignment of faces to the camera; and (iii) the
illumination conditions at the scene of capture [40].
This is especially true when considering media

recorded by multi-purpose mobile devices: not only
is the quality produced by the hardware lower but
often media resources are ‘snapped’ in unposed and
active situations [14]. Even more complex is the
ability to identify semantic themes (such as events
or activities) by analysing audio-visual features.

Alternatively, context-based approaches present a
lightweight, robust and scalable option to both sup-
port the abstract way in which users actually think
about media resources and to compliment content-
based approaches. To clarify context in the scope
of this paper, we now adopt the following definition
formulated by [15]:
Definition 1 Context is any information that can
be used to characterise the situation of an entity. An
entity is a person, place, or object that is considered
relevant to the interaction between a user and an ap-
plication, including the user and applications them-
selves.
Context-based approaches attempt to automati-

cally organise multimedia collections using context
metadata provided by the recording device, e.g. the
timestamps of photographs [19][38]. Context-based
tools often suffer from a lack of useful context meta-
data from the source device. To combat this, they of-
ten supply an interface and tools for the user to also
enhance and improve the organisation manually, in
which case they can be considered semi-automatic
[44]. Additionally, context can be combined with
content to provide a hybrid solution, e.g. by taking
into account the visual content of faces and clothes
depicted over the context of a short space of time or
event [53][13], or by mining existing sources of con-
text [45].

3. Related Work

There is a significant amount of research into mul-
timedia annotation and related areas: here we limit
our review to context-aware photograph annotation
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mendation algorithms used, however, may be 
used to annotate general UGC multimedia, as 
will be shown in Section 6. Section 7 presents 
an evaluation of the recommendation algorithms 
before Section 8 concludes the paper.

2. MOTIVATION: USEFUL 
RECALL CUES

To organise and search through large digital 
multimedia collections it is necessary to extract 
recognisable features that can be stored as 
metadata and used as memory cues and filters 
when browsing the collections, especially as 
these collections grow into the tens of thousands 
and span dozens of years. For example, tracks 
in music collections may be filtered according 
to artist, album, genre, melody or lyrics while 
movies may be navigated by actors, directors, 
genres or parental guidance level. Meanwhile, 
digital image libraries of artwork such as paint-
ings may be organised by artist, period, style or 
patron in the same way that catalogue images 
such as stock photography may be organised by 
dominant colour, theme or subject. Likewise, 
(UGC) media resources may be organised by 
where they were created, when they were cre-
ated or who is represented.

A user study and a survey conducted by 
Stanford University (Naaman, Harada, Wangy, 
Garcia-Molina, & Paepcke, 2004) expose the 
most useful cue categories for recalling and 
finding photographs. The results of the study 
indicate that users recall photographs primarily 
by the following cues:

•	 Who is depicted in the photograph.
•	 Where the photograph was taken.
•	 What event the photograph covers.

The conclusions of the Stanford study gen-
erally agree with Wagenaar (1986) who stated 
that the most important categories for recall 
in general are ‘who’, ‘where’ and ‘when’ in 
that order, and with the more recent survey by 
Hasan and Jameson (2008). The importance of 
the chronological ordering of photographs had 

previously also been highlighted in a preceding 
study (Rodden & Wood, 2003). The Stanford 
study delved deeper into the important ‘who’ 
category and revealed that the most important 
cues for photographs in this category in descend-
ing order of importance were (Naaman, Harada, 
Wangy, Garcia-Molina, & Paepcke, 2004):

(i) 	 The identity of subjects in the photograph.
(ii) 	The number of subjects in the photograph 

regardless of identity.
(iii) 	The identity of people who were present 

at the time of capture, but not necessarily 
as subjects in the photograph.

A key challenge is how to create this use-
ful description metadata. Manual annotation 
of multimedia is tedious and consumes large 
amounts of time. Content-based approaches 
attempt to directly address the semantic gap 
by using content-based tools that try to extract 
semantic information from the audio-visual 
content of multimedia (Veltkamp & Tanase, 
2002). For example, low-level visual features 
such as dominant colour, brightness and even 
simple shapes can be easily extracted from 
images. However, the semantic gap between 
identifying the low-level features and recognis-
ing important semantic themes are still wide and 
error-prone (Suh & Bederson, 2007).

For example, off-the-shelf software like 
iPhoto and Picasa make use of face recognition 
to recommend the identities of people present in 
photographs. However, traditional face recog-
nition methods cannot satisfy the requirement 
of “reliable automatic face annotation” for the 
case of personal photographs (Choi, Yang, Ro, 
& Plataniotis, 2008). Robust and reliable face 
recognition is still not available as it depends 
on: (i) large training sets; (ii) direct alignment 
of faces to the camera; and (iii) the illumination 
conditions at the scene of capture (O’Toole, 
Phillips, Jiang, Ayyad, Penard, & Abdi, 2007).

This is especially true when consider-
ing media recorded by multi-purpose mobile 
devices: not only is the quality produced by 
the hardware lower but often media resources 
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are ‘snapped’ in unposed and active situations 
(Davis, Smith, Canny, Good, King, & Janakira-
man, 2005). Even more complex is the ability 
to identify semantic themes (such as events or 
activities) by analysing audio-visual features.

Alternatively, context-based approaches 
present a lightweight, robust and scalable op-
tion to both support the abstract way in which 
users actually think about media resources and 
to compliment content-based approaches. To 
clarify context in the scope of this paper, we 
now adopt the following definition formulated 
by Dey and Abowd (2000).

Definition 1. Context is any information that 
can be used to characterise the situation 
of an entity. An entity is a person, place, 
or object that is considered relevant to the 
interaction between a user and an applica-
tion, including the user and applications 
themselves.

Context-based approaches attempt to 
automatically organise multimedia collections 
using context metadata provided by the record-
ing device, e.g., the timestamps of photographs 
(Girgensohn, Adcock, Cooper, Foote, & Wilcox, 
2003; Naaman, Yeh, Garcia-Molina, Paepcke, 
2005). Context-based tools often suffer from a 
lack of useful context metadata from the source 
device. To combat this, they often supply an 
interface and tools for the user to also enhance 
and improve the organisation manually, in which 
case they can be considered semi-automatic 
(Suh & Bederson, 2007). Additionally, context 
can be combined with content to provide a hybrid 
solution, e.g., by taking into account the visual 
content of faces and clothes depicted over the 
context of a short space of time or event (Zhao, 
Teo, Liu, Chua, & Jain, 2006; Choi, Yang, Ro, 
& Plataniotis, 2008), or by mining existing 
sources of context (Tuffield et al., 2006).

3. RELATED WORK

There is a significant amount of research into 
multimedia annotation and related areas: here 

we limit our review to context-aware photograph 
annotation approaches for the sake of compari-
son within the photograph annotation use case.

Davis, Smith, Canny, Good, King, and 
Janakiraman (2005) use a statistical factor 
analysis approach to combine face recogni-
tion with context information such as detected 
Bluetooth devices, GPS coordinates and previ-
ous photograph annotations to suggest people 
for annotation to camera phone photographs. 
This previous work uses binary-valued state-
ments about photographs as their observed 
variables: a disadvantage of only taking into 
account direct properties of a photograph is 
that it ignores direct relationships that instances 
may have with each other independent of any 
photographs, e.g., people may state that they 
know each other.

A further disadvantage arises from the 
use of binary data. For example, the binary 
model cannot use the geographic proximity 
of photographs, only the Boolean value of 
whether a photograph belongs to an artificially 
created geographic cluster or not. The binary 
approach requires photographs to be clustered 
geographically into an arbitrary number of 
clusters (100 in their case), the granularity of 
which may be too coarse for many applications 
and which does not scale well. For example, 
photographs taken in Ireland and Germany may 
be indistinguishable geographically under this 
model and may well both be included in the 
arbitrary ‘Europe’ cluster.

Finally, Davis, Smith, Canny, Good, King, 
and Janakiraman (2005) do not describe the 
use of any metadata standard to capture the 
annotations. The evaluation of their approach 
is further discussed in Section 7.5.

PhotoCompas combines temporal and geo-
graphic data with existing Web services to auto-
matically provide higher level context metadata 
on several temporal, geographic and event recall 
cues (Naaman, 2005). They use GPS-enabled 
digital cameras to stamp photographs taken with 
time and geographical coordinates of capture. 
Given manual annotations from previous pho-
tographs in a local database, PhotoCompas can 
also suggest the probable identity of subjects in 
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consequent photographs by monitoring previous 
manual annotations of subjects and maintaining 
a history of their whereabouts (Naaman, 2005). 
Suggestions for subject annotation are made for 
subsequent photographs by checking their time 
and location metadata.

ZoneTag is a prototype for Nokia S60 
smart-phones that allows the user to upload 
images to the Flickr website (Ahern, King, 
Naaman, Nair, & Yang, 2007; Naaman & Nair, 
2008). ZoneTag leverages the location and time 
captured by the smartphone to find a location 
tag and to suggest other tags based on those 
previously entered by the user and their social 
network in similar contexts, offering valuable 
automation. The proprietary keyword tags em-
ployed allow minimal expressivity and limited 
interoperability, and since they are stored and 
transmitted to Flickr as separate XML data their 
portability is limited.

Photocopain focuses on using what the 
authors call “low value” information from 
cheaply available sources such as the user’s 
calendar, Flickr tags, EXIF metadata and GPS 
logs to support domain-independent annota-
tion automation (Tuffield et al., 2006). Con-
tent analysis provides further estimates, e.g., 
whether a photograph depicts natural or artificial 
objects. They create expressive, interoperable 
annotations by reusing Semantic Web standards 
and metadata. They plan to construct narratives 
to let users make better sense of digital data.

Zhao, Teo, Liu, Chua, and Jain (2006) pro-
pose an automated method to annotate people 
to family photographs based on face, content 
and social context information. They adopt an 
adaptive event clustering method to cluster pho-
tos based on time and then location to support 
“social” context-based recommendations. They 
report that while their social context analysis 
improves the recall of content recognition, it 
only makes minor improvements to precision. 
Body content information is used to identify 
other instances of known people and to im-
prove face recognition accuracy as it can reject 
falsely recognised faces. While they state that 
their current body clustering technique is still 

preliminary and is far from ideal performance, 
future work includes improving its performance, 
as well as adding the ability to detect bodies 
without detected faces, and better use of social 
context information.

Similarly, Choi, Yang, Ro, and Plataniotis 
(2008) use person clustering methods based 
on the time and space context of photographs 
in combination with clothes recognition to 
improve face recognition performance. The 
two approaches do not mine or make use of 
existing data sources independent of the photo-
graphs nor do they generate reusable metadata. 
Conversely, an additional source of context 
that has been proposed for exploitation is the 
medium through which people communicate 
in relation to photographs: this could be the 
digital medium that is used to send or share a 
photograph (Lieberman, Rosenzweig, & Singh, 
2001) or audible conversation (Barthelmess, 
Kaiser, & McGee, 2007).

The following section presents the AC-
RONYM annotation framework, which takes 
a robust, scalable, context-based approach to-
wards automating UGC multimedia annotation.

4. ACRONYM ANNOTATION 
FRAMEWORK

The ACRONYM annotation framework enables 
the capture of data from the user’s real-world, 
ambient environment via mobile device sen-
sors and the mining of data from the user’s 
information space where they may have already 
expended effort creating data about themselves. 
To this end, the framework essentially comprises 
two independent processes:

(i) 	 Mobile device-based process to capture 
data from the real world (optional).

(ii) 	Web-based annotation process with more 
processing and information resources at 
its disposal to perform mining and further 
computation on the real world data.

Note that the latter may annotate any UGC 
media on the Web and that the former is optional 
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and not strictly necessary, although it increases 
annotation automation. The mobile-and Web-
based processes each gather context data from 
their respective space:

(i) 	 Ambient space: context of the user in the 
real world.

(ii) 	Information space: context of the user in 
the digital world.

4.1. Harvesting Context 
from Ambient Spaces

The first source of context data is the user’s 
ambient space, or the space they occupy in the 
real world. A number of technologies may be 
exploited to harvest data from the user’s ambi-
ent space. The inherent connectivity of mobile 
devices can be exploited to automate mundane 
tasks for the user.

Firstly, auto-synchronisation of mobile 
device clocks with a network provider’s 
global clock eliminates the need for them to 
be manually set, regardless of power depletion 
and consequent cold restart.

Secondly, an increasing number of mobile 
devices are inherently location-aware. This loca-
tion can be provided either by a GPS receiver 
(either built-in or via a wireless connection), via 
the network provider or through other means 
such as tracking nearby cell towers or devices. 
Crucially, the underlying means of location 
detection is becoming increasingly unimport-
ant as it is further abstracted by middleware 
on phones that can accept input from various 
sources. Hybrid positioning systems such as 
Skyhook XPS2 combine several sources to 
provide geographic context that is more accurate 
than that of any single source alone.

Thirdly, mobile devices can use their PAN 
connectivity to detect nearby objects. This 
detection provides further context as to the 
ambient situation in which media resources 
are created. Blue-tooth is practically ubiquitous 
amongst mobile devices and with a range of 
approximately 10 metres it can provide a new 
technological context surrounding the user 

(Davis, Smith, Canny, Good, King, & Janakira-
man, 2005; Lavelle, Byrne, Gurrin, Smeaton, 
& Jones, 2007). With Wireless Local Area Net-
work (WLAN) protocols gaining a foothold on 
mobile devices, we envisage that it is a matter of 
time until the actual underlying means of detect-
ing nearby devices will become unimportant as 
technological context is abstracted in a similar 
way to that of geographical context.

Lastly, the user interface of a mobile de-
vice can be used for direct input from the user. 
Context-aware annotation systems such as 
ZoneTag adopt this user interface to allow the 
user to manually input valuable, reusable con-
text in the form of tags (Ahern, King, Naaman, 
Nair, & Yang, 2007; Naaman & Nair, 2008).

4.2. Gathering Context from 
Information Spaces

The second source of context is the user’s in-
formation space, or the space they occupy in 
the digital world, e.g., on their computer, social 
network or the Web. A number of sources may 
be mined to access data in the user’s informa-
tion space:

•	 The user’s social network.
•	 The user’s calendar.
•	 Data manually loaded or input by the user 

via a user interface.
•	 Web services that provide access to online 

datasets. Note that even if the user has no 
digital presence and no inclination to enter 
data manually that at least public informa-
tion from Web services and linked open 
data sources such as GeoNames3 are still 
available for mining.

5. USE CASE: PHOTOGRAPH 
ANNOTATION

With the ACRONYM framework’s two an-
notation processes in mind, we implemented 
two applications for the use case of photograph 
annotation:



International Journal on Semantic Web and Information Systems, 7(4), 1-35, October-December 2011   9

Copyright © 2011, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.

(i) 	 Mobile device-based camera application.
(ii) 	Web-based photograph annotation 

application.

5.1. Mobile Device-Based 
Camera Application

ACRONYM’s mobile device-based camera 
application harvests context from the ambient 
scene at the time of photograph capture. This was 
implemented as a downloadable Java Midlet4 to 
be platform-independent and to take advantage 
of Java Microedition’s abstraction interface lay-
ers that provide access to a device’s services and 
sensors. When the user takes a photograph, this 
Java MIDlet runs in the background to exploit 
the increasingly ubiquitous sensors available in 
mobile devices to capture contextual metadata 
from the ambient environment. As illustrated in 
Figure 2, parallel processing threads simultane-
ously capture:

(i) 	 The time of creation via the network 
provider

(ii) 	The coordinates of capture if a location 
service (e.g., GPS) is available

(iii) 	The unique physical addresses of nearby 
devices at the time of creation via PAN 
transceivers

(iv) 	The email address of the creator via a 
once-off login

Once these threads have completed gather-
ing information from the ambient environment, 
an initial RDF graph describing a created pho-
tograph is created using these contextual meta-
data which is in turn encoded in XML. While 
a discussion about the nature of this graph and 
the ontologies used is outside the scope of this 
paper, further details are available in Monaghan 
(2008) (Ch. 4). It is suffice to say here that in the 
spirit of Semantic Web reuse over reinvention, 
the ontology used is integrated from elements 
of existing popular ontologies where possible. 
Figure 3 shows key classes and properties of 
the integrated ontology.

The RDF/XML is next wrapped in an 
eXtensible Metadata Platform (XMP) (Adobe 

Developer Technologies, 2005) packet which 
is in turn embedded in a JPEG file along with 
the image data as already illustrated in Figure 
2. The resulting JPEG file can be shared through 
normal means with another device, user or 
indeed uploaded to the Web while preserving 
its descriptive metadata. Later this initial RDF 
description will come into play to help automate 
the creation of annotations for the photograph 
that are actually useful to users for recalling 
the photograph from a query engine.

5.2. Web-Based Photograph 
Annotation Application

ACRONYM’s Web-based photograph annota-
tion application mines context from the user’s 
information space, combines it with that from 
their ambient space and supports the reuse 
of the combined contextual knowledge for 
context-aware photograph annotation. This was 
implemented as a lightweight Java Servlet; an 
online demo is available5. This annotation ap-
plication allows the user to login and annotate 
any JPEG photograph that is accessible by 
HTTP; the only requirement is that the photo-
graph must at least have an EXIF timestamp. 
In the background, the annotation application 
exploits the contextual knowledge available to 
it to support the user in their annotation task by 
recommending particular annotations. These 
recommendations are in the form of a ranked 
list for each of the three most useful recall cues 
for photograph management:

(i) 	 People depicted
(ii) 	Geographical features depicted
(iii) 	Events covered

Note that annotations and recommenda-
tions for each of people, places and events 
are placed side by side to ease comparison; 
these are all presented as simple “tags” with 
human-readable labels, familiar to users of 
contemporary popular photograph annotation 
tools such as Flickr or Facebook. The machine-
readable semantics and ontology are hidden 
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from the user, who simply selects from the list 
of recommendations to annotate the photograph.

The current Web-based application sup-
ports the semi-automatic annotation of places 
and events using fairly straightforward ap-
proaches based on spatial and temporal prox-
imity respectively. However, a set of novel 
algorithms have been developed to support the 
annotation of the people represented, which is 
both one of the most useful recall cue to users 
as well as the most difficult to automate. There-

fore, the remainder of this paper considers the 
place and event annotation algorithms outside 
of scope, and now focuses on the context-aware 
recommendation algorithms used to recom-
mend people. Furthermore, while the use case 
in this section has demonstrated an application 
to personal photographs, the recommendation 
approach is generalised and can recommend 
the people represented in any UGC multimedia 
resource, be it a text post, a photograph, a video 
or an audio clip.
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Figure 2. Harvesting context metadata from the user’s ambient space

Figure 3. Key classes and properties of integrated ontology for context-aware photograph an-
notation
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6. RECOMMENDATION 
ALGORITHMS

To inform the recommendation of the recall 
cues represented in UGC multimedia resources, 
context metrics may be defined to measure 
the strength of certain relationships between 
instances of recall cues (e.g., people, places, 
events) and individual UGC media resources. 
The hypothesis is that there exist latent rela-
tionships (social, geographical, temporal, etc.) 
between instances of recall cues and individual 
time-stamped UGC media resources in the 
ambient space that have observable representa-
tions in the form of contextual knowledge in 
the information space. The context metrics use 
statistical dataset analysis of these observations 
to provide a measure of the strength of the 
individual latent relationships.

In practice, the contextual knowledge is 
given domain-specific meaning by a media 
annotation ontology, e.g., the integrated on-
tology referred to in Section 5 for the domain 
of photographs. We also define combination 
methods that combine the measurements of 
several context metrics to present an aggregated 
result with the aim to provide more accurate 
and robust recommendations.

6.1. Context Metrics

While the set of context metrics may be extended 
without change to the combination methods, 
we define here several specific context metrics 
to specifically inform the recommendation of 
people represented in UGC media resources. In 
particular, these metrics measure the strength of 
several relationships between individual people 
and UGC media resources.

For a dataset, let P be the set of all people, 
R the set of all media resources and D the set 
of all wireless devices. Then let p ∈ P be an 
individual person, r ∈ R be an individual media 
resource and d ∈ D be an individual device. 
Then, to enable the description of the context 
metrics themselves, we predefine the following 
important sets and properties:

•	 Let rep’tations(p) ⊂ R be the subset of 
resources representing a person p.

•	 Let represents(r) ⊂ P be the subset of people 
a resource r represents.

•	 Let knows(p) ⊂ P be the subset of people 
a person p knows.

•	 Let detections(d) ⊂ R be the subset of 
resources created with a device d detected 
nearby.

•	 Let detected(r) ⊂ D be the subset of de-
vices detected nearby when a resource r 
was created.

•	 Let carries(p) ⊂ D be the subset of devices 
a person p carries.

•	 Let created(r) be the time when a resource 
r was created.

•	 Let creator(r) ∈ P be the creator of re-
source r.

•	 Let createdBy(p) ⊂ R be the subset of 
resources created by person p.

•	 Let creations(r) ⊂ R be the subset of re-
sources created by the creator of resource 
r, createdBy(creator(r)).

•	 Let spatial(r) be the spatial coordinates 
where a resource r was created.

These definitions are used by the context 
metrics, which each calculate a value between 
0 and 1 which gives that metric’s confidence 
that a person is represented in a given media 
resource. Furthermore, several of the metrics 
give the conditional probability that a person 
is represented given the existing contextual 
knowledge (Figure 4). To this end, they use 
the mathematical concept of set containment to 
measure what proportion of one set is contained 
within another (Broder, 1997). There are six 
context metrics based on:

(i) 	 Spatio-temporal proximity.
(ii) 	Person acquaintance containment.
(iii) 	Person corepresentation containment.
(iv) 	Device carriage containment.
(v) 	 Device copresence containment.
(vi) 	Creator containment.
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6.1.1. Spatio-Temporal Proximity

This metric measures how close person p is 
estimated to have been to the scene of creation 
of resource r, at the time the resource was 
created, created(r). First, the location of the 
person at time created(r) is estimated. Let r-1 
∈ represents(p) be the previous resource - in 
chronological order - that p is represented in and 
r1 ∈ represents(p) be the next. The estimated 
location of p at created(r) is then estimated 
by interpolating spatial(r-1) and spatial(r1) at 
time created(r); this interpolation assumes a 
spherical coordinate system such as that used 
on Earth (Vincenty, 1975). Note that if r is the 
oldest resource and therefore r-1 is unavailable, 
spatial(r1) and spatial(r2) are extrapolated 
instead; interpolation and extrapolation are 
handled identically. Likewise, in the case 
that r is the most recent resource and so r1 is 
unavailable, spatial(r-2) and spatial(r-1) are 
extrapolated instead.

Definition 2. Let intcrds(p, t) be the interpolated 
coordinates of person p at time t, assuming 
a spherical coordinate system.

Definition 3. Let gcd(coords1, coords2) be the 
great-circle (shortest path) distance be-
tween two points on a sphere with radius 
equal to that of the Earth’s.

This allows the distance between the in-
terpolated co-ordinates of person p and the co-
ordinates of creation of resource r to be defined:

dist(p, r) = gcd(intcrds(p, created(r)), spatial(r))

Then the final metric gives the spatio-
temporal proximity of person p to resource r 
as a value between 0 and 1:

metric1(p, r)= e-dist(p,r)	 (1)

For example, metric1(p, r) might give a 10% 
confidence that p is depicted and/or audible in 
video r due to their estimated spatial proximity 
at the time.

6.1.2. Person Acquaintance 
Containment

The person acquaintance containment metric is 
a measure of how much of a person’s social net-

Figure 4. Screenshot of ACRONYM web-based annotation application user interface

Fig. 4. Screenshot of ACRONYM Web-based annotation application user interface

that a person is represented given the existing con-
textual knowledge. To this end, they use the mathe-
matical concept of set containment to measure what
proportion of one set is contained within another
[10]. There are six context metrics based on:
(i) Spatio-temporal proximity.
(ii) Person acquaintance containment.
(iii) Person corepresentation containment.
(iv) Device carriage containment.
(v) Device copresence containment.
(vi) Creator containment.

6.1.1. Spatio-temporal proximity
This metric measures how close person p is es-

timated to have been to the scene of creation of
resource r, at the time the resource was created,
created(r). First, the location of the person at time
created(r) is estimated. Let r−1 ∈ represents(p)
be the previous resource - in chronological order -
that p is represented in and r1 ∈ represents(p) be
the next. The estimated location of p at created(r)
is then estimated by interpolating spatial(r−1) and
spatial(r1) at time created(r); this interpolation
assumes a spherical coordinate system such as that
used on Earth [49]. Note that if r is the oldest re-
source and therefore r−1 is unavailable, spatial(r1)
and spatial(r2) are extrapolated instead; interpo-
lation and extrapolation are handled identically.

Likewise, in the case that r is the most recent re-
source and so r1 is unavailable, spatial(r−2) and
spatial(r−1) are extrapolated instead.
Definition 2 Let intcoords(p, t) be the interpolated
coordinates of person p at time t, assuming a spher-
ical coordinate system.
Definition 3 Let gcd(coords1, coords2) be the
great-circle (shortest path) distance between two
points on a sphere with radius equal to that of the
Earth’s.
This allows the distance between the interpolated

co-ordinates of person p and the co-ordinates of cre-
ation of resource r to be defined:

dist(p, r) = gcd(intcoords(p, created(r)), spatial(r))

Then the final metric gives the spatio-temporal
proximity of person p to resource r as a value be-
tween 0 and 1:

metric1(p, r) = e−dist(p,r) (1)

For example, metric1(p, r) might give a 10% con-
fidence that p is depicted and/or audible in video r
due to their estimated spatial proximity at the time.

6.1.2. Person acquaintance containment
The person acquaintance containment metric is a

measure of how much of a person’s social network is

9
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work is represented in a resource. The measure-
ment taken is the containment (Broder, 1997) 
of the set of people that person p is asserted to 
know within the set of people represented. For 
resource r, it measures the containment of the 
set of p’s acquaintances within the set of those 
people represented:

metric p r
knows p represents r

knows p2( )
( ) ( )

( )
, =

∩

	
(2)

6.1.3. Person Corepresentation 
Containment

Many people may not create social networking 
profiles or explicitly assert statements about 
themselves. Therefore, we also define a person 
corepresentation containment metric which 
aims to implicitly measure how often p is rep-
resented with those people already represented 
in r, without requiring them to assert their ac-
quaintances (Figure 5). First the containment of 
the set of resources representing another person 
q ∈ P within that of p is calculated using the 
PeopleRankphoto single-resource variant (Naa-
man, Yeh, Garcia-Molina, & Paepcke, 2005):

PeopleRank q p
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For example, PeopleRank(q, p) could 
calculate that p is mentioned in 20% of all blog 
posts q is mentioned in. Then the containment 
of the sets of representations of each person 
represented in r within that of p can be used to 
calculate the final person corepresentation 
containment metric:

metric p r
eopleRank q p
represents rq represents r
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For example, metric3(p, r) might give a 
15% confidence that p is mentioned in blog 
post r due to their usually being co-mentioned 
with those mentioned.

6.1.4. Device Carriage Containment

Similarly to the person acquaintance contain-
ment metric, the device carriage containment 
metric is a measure of how many of a person’s 
wireless devices were detected nearby to the 
scene of resource creation. The measurement 
taken is the containment of the set of devices 
that person p is asserted to carry within the set 
of devices detected. For resource r, it measures 
the containment of the set of p’s devices within 
the set of those detected:

metric p r
carries p ected r

carries p4( )
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6.1.5. Device Copresence 
Containment

While the ACRONYM Ontology6 allows people 
to explicitly assert which devices they carry, it 
must be assumed that many people will not. 
Therefore we also define a device copresence 
containment metric which aims to implicitly 
measure how often p is present with those de-
vices detected near to the creation of r, without 
requiring users to state the devices they carry 
(Figure 6). First the containment of the set of 
resources for which device d ∈ D was detected 
within the set of resources representing p must 
be defined:

prescon d p
ctions d rep tations p

ctions d
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Then the containment of the set of detec-
tions of each device detected in r within the set 
of representations of p can be used to calculate 
the final device copresence containment metric:
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metric p r
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6.1.6. Creator Containment

The creator containment metric is a measure 
of how often a person has been represented in 
resources created by the creator of resource r. 
The measurement taken is the containment of 
the set of resources created by the creator of r 
within the set of resources that represent person 
p. For resource r, it measures the containment 
of the set of the creator’s resources within the 
set of resources representing p:

metric p r
creations r rep tations p

creations r6( )
( ) ( )

( )
,

'
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∩ 	
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For example, metric6(p, r) might give a 35% 
confidence that p is depicted in photograph r 
due to their usually being photographed by the 
photographer.

6.2. Combination Methods

While recommendations may be made based 
on any single context metric alone, if metrics 
are combined they may provide more accurate 
and more robust recommendations. This section 
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represented in a resource. The measurement taken
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For example, PeopleRank(q, p) could calculate
that p is mentioned in 20% of all blog posts q is men-
tioned in. Then the containment of the sets of rep-
resentations of each person represented in r within
that of p can be used to calculate the final person
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For example, metric3(p, r) might give a 15% con-
fidence that p is mentioned in blog post r due to their
usually being co-mentioned with those mentioned.
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metric, the device carriage containment metric is a
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Then the containment of the set of detections of
each device detected in r within the set of represen-
tations of p can be used to calculate the final device
copresence containment metric:

metric5(p, r) =
∑

d∈detected(r)

prescon(d, p)

|detected(r)|
(5)

6 http://acronym.deri.org/schema#
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Then the containment of the set of detections of
each device detected in r within the set of represen-
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copresence containment metric:

metric5(p, r) =
∑

d∈detected(r)

prescon(d, p)

|detected(r)|
(5)

6 http://acronym.deri.org/schema#

10
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explores methods to combine the context metrics 
to provide robust recommendation algorithms. 
Two combination methods are presented:

(i) 	 Correlation-weighted-mean CombSUM.
(ii) 	Factor analysis.

Importantly, the combination methods 
presented here are chosen so as to model people 
as individuals with unique usage/data profiles, 
instead of averaging over a generic profile. 
This means that each combination method 
can simultaneously handle people with widely 
varying usage and available data. For example, 
one extreme person may be very sociable -ap-
pearing in lots of photos with friends - and 
may travel a lot, but may not use computers, 
gadgets or social networking at all. For this 
“travelling socialite technophobe” user, the 
spatio-temporal proximity and person corep-
resentation metrics may be the most accurate 
at recommending them in photos they appear 
in, whereas the person acquaintance and device 
carriage metrics may be the least accurate since 
the user has provided no data whatsoever for 
them to function. Therefore this person’s model 
should reflect a higher weighting for those more 
accurate metrics.

Conversely, the opposite may be true for a 
user on the other end of the spectrum, who may 
never leave home nor appear in many photos 
with others, but who may be a heavy user of 
gadgets and social networking, keeping their 
digital presence up to date meticulously. For 
this “anti-social agoraphobic technophile” user, 
there may not be many photos to use as historical 
observations, but still the explicit data provided 
for the person acquaintance, device carriage and 
device copresence metrics may provide accurate 
recommendations for photos they do appear in. 
Obviously, between these two extreme profiles 
(and any other combination of extremes) may 
lie any number of unique individuals. Both 
combination methods presented here model 
this individuality.

6.2.1. Correlation-Weighted-
Mean CombSUM

The first combination method is a weighted-
mean CombSUM method (Fox & Shaw, 1994) 
which combines the context metric confidence 
scores, giving a single representation confidence 
value between 0 and 1 for individual person-
resource pairs. Once a metric has been used to 
calculate the confidence for the representation 
of p in every resource r ∈ R, these scores form 
a vector of confidence scores for each resource.

Definition 4. Let metrici(p, r) denote context 
metric i’s score for person p and resource 
r. Then the variable metrici(p) contains p’s 
confidence scores for all resources r ∈ R.

This variable is compared with the vector 
rep’tations(p) containing either a 0 or 1 for each 
previously annotated resource depending on 
whether p is asserted as represented or not. The 
Pearson correlation between these two variables 
is then taken as the weight to use for that metric. 

Definition 5. Let corr(x, y) denote the Pearson 
correlation between any variables x and y.

wi(p) = corr(metrici(p), rep’ tations(p))	

When the weights for all metrics have been 
calculated for p, they are applied to their cor-
responding metric. The mean of the weighted 
metrics is then calculated using Equation 7 and 
is taken as the final confidence metric that a 
person p is represented in r. Let m be the number 
of context metrics being used; in our case this 
is six, but this may be extended:

confidence p r
w p metric p r

mcs
i i

i

m

( ) = 
( ) ( )

,
,⋅

=
∑

1

	

(7)

For example, confidencecs(p, r) could return 
18% combined confidence that singer p is au-
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dible in audio clip r. Once the confidences for 
each person have been calculated for a resource, 
they may be used to rank recommendations to the 
user to support their task of annotating people 
to resources. The correlation-based weighting 
deals with missing data for each person by 
assigning low weights to metrics that over the 
dataset do not correlate with actual depictions 
of that person. For example, for a user who is 
not part of an online social network (or indeed 
does not have a digital presence at all), the per-
sonalised weights would suppress the useless 
output of the acquaintance containment and 
device carriage metrics and allow the algorithm 
to function purely on data from the recording 
device and previous annotations.

6.2.2. Factor Analysis

The second combination method uses factor 
analysis to combine the context metric confi-
dence scores in an unbiased way. Factor analy-
sis refers to a variety of statistical techniques 
whose common objective is to represent a set 
of variables in terms of a smaller number of hy-
pothetical variables. A factor analytic approach 
may be used to address whether there are posi-
tive correlation relationships between observed 
metrics that may be explained by a smaller 
number of latent, unobserved variables (Kim 
& Mueller, 1978). For example, the implicit, 
abstract, unobserved relationship of “social 
proximity” between people in the real world 
may cause those people to be explicitly stated 
as being both acquainted and corepresented in 
the digital world more often than not.

Such a latent variable may be detected 
by several metrics; hence it is a common fac-
tor shared by those metrics. If more metrics 
measure one latent variable than another, the 
purely correlation-based weights used in the 
CombSUM method produce biased results; in 
effect, they may lend more weight to certain 
latent variables simply because there are more 
metrics available to measure them. Meanwhile, 
factor analysis has been shown to be the most 
accurate method on standard collaborative 
filtering data (Canny, 2002).

In factor analysis, each metric is assumed to 
be influence by a unique component (assumed 
to be random noise) and one or more common 
factors; this is illustrated in the path model in 
Figure 7. In our approach we determine a sepa-
rate factor model for each individual person p 
∈ P. Factor analysis is described in Kim and 
Mueller (1978) and Davis, Smith, Canny, Good, 
King, and Janakiraman (2005) and we will now 
use notation prevalent in the literature.

X is a vector of n (partially) observed 
variables. F is a latent vector representing the 
k ≤ n factor variables underlying the observed 
variables. U is a noise function. Here W is the 
factor structure matrix: a 2-dimensional matrix 
of size n × k giving the scalar influence weight 
values of the latent factors on the observed 
variables. The factor model for a person p is 
then formally described as:

X = WF + U	 (8)

In factor analysis, X and F are assumed 
to be real-valued vectors. U is assumed to be 
multivariate, independent Gaussian noise. F is 
assumed to have a Gaussian prior distribution. 
The n = m + 1 fields of the X vector encode all 
observed variables: there is a continuous vari-
able (between 0 and 1) for each metric plus a 
discrete binary variable (either 0 or 1) stating 
whether p is actually represented or not.

With the general factor model for a person 
formally defined, the factor analytic method 
requires two phases. In the training phase, stan-
dard factor analysis techniques as described in 
Kim and Mueller (1978) are used on a training 
set of complete X vectors to determine the most 
likely values for the set of F vectors and for 
the factor structure matrix W for person p. The 
training data includes all metrics and whether 
p is represented or not.

In the test phase, the algorithm will receive 
just the metric scores (without the representa-
tion values) from a new media resource r. 
From these partial observations X and from 
the previously-trained W, F is determined for 
the case of r. With W and F determined, they 
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are plugged directly back into Equation 8 to 
predict the missing X value. This predicted 
value gives a single continuous confidence 
value confidencefa(p, r) between 0 and 1 that 
person p is represented in resource r.

Once again, with the confidences for each 
person p ∈ P calculated for resource r, they may 
be used to rank recommendations to the user. 
The factor analysis deals with missing data and 
allows the algorithm to function optimally with 
the data available.

7. EVALUATION

The recommendation algorithms were evaluated 
for the use case task of personal photograph 
annotation presented in Section 5.

7.1. Datasets

We evaluate each recommendation algorithm 
using training and testing datasets through a 
commonly applied technique of evaluating 
prediction of deleted values from existing data 
(Herlocker, Konstan, Terveen, & Riedl, 2004). 
The difficulty here is in obtaining a large dataset 
with all the test features needed for an approach 
that makes use of multiple context metrics (in-
cluding Bluetooth, social network connections, 
etc.). Large US government-sponsored photo 

datasets are traditionally content-focused, e.g., 
CMU-PIE7 and FERET8 and do not have all the 
features needed for a comprehensive evaluation 
of context metrics. In particular, an evaluation 
of our context-based approach requires a dataset 
including the following features:

•	 Captured Bluetooth/wireless device 
addresses

•	 Social networking connections
•	 GPS co-ordinates
•	 Photographer (linked to OSN)
•	 Located and identified faces (linked to 

OSN)
•	 (Optional) Device ownership (linked to 

OSN)

This kind of combined dataset is only 
emerging now alongside the emergence of 
linked data on the social Semantic Web9, and 
previously this kind of work would have been 
limited to the realm of computer vision10. It 
would require several years of community i) 
participation and ii) co-operation/sharing to 
generate large quantities of usable test data 
with all the context features needed. As with so 
much concerning Semantic Web research, the 
chicken-and-egg problem rears its ugly head: 
what should come first, large-scale data acquisi-
tion to evaluate approaches or new approaches 

Figure 7. Path model for a multivariate multi-common factor model

to rank recommendations to the user to support
their task of annotating people to resources. The
correlation-based weighting deals with missing data
for each person by assigning low weights to metrics
that over the dataset do not correlate with actual
depictions of that person. For example, for a user
who is not part of an online social network (or indeed
does not have a digital presence at all), the person-
alised weights would suppress the useless output of
the acquaintance containment and device carriage
metrics and allow the algorithm to function purely
on data from the recording device and previous an-
notations.

6.2.2. Factor analysis
The second combination method uses factor anal-

ysis to combine the context metric confidence scores
in an unbiased way. Factor analysis refers to a va-
riety of statistical techniques whose common objec-
tive is to represent a set of variables in terms of a
smaller number of hypothetical variables. A factor
analytic approach may be used to address whether
there are positive correlation relationships between
observed metrics that may be explained by a smaller
number of latent, unobserved variables [24]. For ex-
ample, the implicit, abstract, unobserved relation-
ship of “social proximity” between people in the real
world may cause those people to be explicitly stated
as being both acquainted and corepresented in the
digital world more often than not.
Such a latent variable may be detected by several

metrics; hence it is a common factor shared by those
metrics. If more metrics measure one latent variable
than another, the purely correlation-based weights
used in the CombSUM method produce biased re-
sults; in effect, they may lend more weight to cer-
tain latent variables simply because there are more
metrics available to measure them. Meanwhile, fac-
tor analysis has been shown to be the most accurate
method on standard collaborative filtering data [11].
In factor analysis, each metric is assumed to be

influenced by a unique component (assumed to be
random noise) and one or more common factors;
this is illustrated in the path model in Figure 7. In
our approach we determine a separate factor model
for each individual person p ∈ P . Factor analysis is
described in [24][14] and we will now use notation
prevalent in the literature.
X is a vector of n (partially) observed variables. F

is a latent vector representing the k ≤ n factor vari-
ables underlying the observed variables. U is a noise
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Fig. 7. Path model for a multivariate multi-common factor
model

function. Here W is the factor structure matrix: a
2-dimensional matrix of size n× k giving the scalar
influence weight values of the latent factors on the
observed variables. The factor model for a person p
is then formally described as:

X = WF + U (8)

In factor analysis, X and F are assumed to be
real-valued vectors. U is assumed to be multivariate,
independent Gaussian noise. F is assumed to have
a Gaussian prior distribution. The n = m+ 1 fields
of the X vector encode all observed variables: there
is a continuous variable (between 0 and 1) for each
metric plus a discrete binary variable (either 0 or 1)
stating whether p is actually represented or not.
With the general factor model for a person for-

mally defined, the factor analytic method requires
two phases. In the training phase, standard factor
analysis techniques as described in [24] are used on
a training set of complete X vectors to determine
the most likely values for the set of F vectors and
for the factor structure matrix W for person p. The
training data includes all metrics and whether p is
represented or not.
In the test phase, the algorithm will receive just

the metric scores (without the representation val-
ues) from a new media resource r. From these par-
tial observations X and from the previously-trained
W , F is determined for the case of r. With W and
F determined, they are plugged directly back into
Equation 8 to predict the missing X value. This
predicted value gives a single continuous confidence
value confidencefa(p, r) between 0 and 1 that per-
son p is represented in resource r.
Once again, with the confidences for each person

p ∈ P calculated for resource r, they may be used to
rank recommendations to the user. The factor analy-
sis deals with missing data and allows the algorithm
to function optimally with the data available.
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to generate data? Inevitably the answer is that 
to make progress we must attempt a bit of both.

So in the meantime, since we are unaware of 
any publically available evaluation datasets that 
include all of the above features, we undertook 
to collect data with all the features needed to 
prove the concept. This has obvious budget-
ary issues (devices, people, time, etc.) which 
limit its size, compared to the aforementioned 
government-sponsored datasets of faces. We use 
several datasets gathered from three users (one 
of which is an author) who each annotated their 
own personal photograph collections using the 
ACRONYM Web-based annotation application 
outlined in Section 5:

•	 Datasets 1, 2 and 3 were each annotated by 
their respective owners; all photographs in 
2 and 3 and the majority in 1 were taken 
with regular digital cameras.

•	 Dataset Σ is the result of merging and 
consolidating datasets 1, 2 and 3; this 
simulates a situation where several users 
of a social network may benefit from each 
other’s annotations.

•	 Dataset 1a is a subset of dataset 1 that 
consists only of photographs captured us-
ing the ACRONYM mobile device-based 
camera application outlined in Section 5.

An anonymised version of dataset Σ (which 
contains all data and may be split by creator to 
recreate the other datasets) is publically avail-
able online7.

Due to the private nature of the personal 
photographs and their metadata to the evalu-
ation users, the dataset had to be anonymised 
before publication to remove “human-readable” 
personal names and faces. In this regard, public 
research is faced with the same restrictions that 
large OSNs like Facebook encounter: they also 
do not publish private user data, instead allow-
ing each user to choose their own personalised 
privacy settings.

While we cannot fit a research paper on 
multimedia annotation and simultaneously, 
within the same short article, solve the general 
problem of data acquisition and publication that 

somehow sidesteps but does not break privacy 
laws, in this article we do our utmost to ensure 
and encourage the repeatability, comparability 
and extensibility of our work in Section 7.6. 
There’s a whole other branch of “Web Science” 
emerging on the social, legal, etc., side dealing 
with this in general. That’s a story for another 
article, and more likely another entire journal 
issue full of articles.

The anonymisation procedure has two main 
consequences. Initially, the actual photographic 
content has been removed. Furthermore, all at-
tempts have been made to purge the metadata of 
personally-identifying strings as well as URIs 
to linked data about people: these have been 
replaced by unique but meaningless and non-
dereferenceable strings. All other non-person 
concepts, e.g., geographical locations retain 
their identifying strings and original URIs 
dereferencing more information and integrating 
them into the Linked Data Web.

Figure 8 illustrates the structure of each 
evaluation dataset along with the numbers of 
resources and predicates present in the dataset 
for collection Σ. Table 1 elaborates with a sum-
mary of the number of resources and predicates 
by class in each collection’s dataset; note that 
depicts predicates that are used to state that 
people are depicted are denoted with depictsp 
while those used similarly for features are 
denoted with depictsf .

Table 2 gives further statistics for the 
numbers of people annotated as depicted in 
some way in each photograph (whether their 
faces appear or not). The first column gives the 
total number of photographs in the dataset that 
actually depict people. The remaining columns 
give the minimum, maximum, mean and me-
dian statistics for the number of people de-
picted in each photograph. For example, it can 
be seen that of the 329 photographs in dataset 
Σ that depict people, each depicts between 1-6 
people. The mean is 1.97 people per photograph. 
Figure 9 shows the frequency distribution of 
people depictions for all datasets.

Additionally, the 3D scatter plot in Figure 
10 gives the distribution of photographs in 
datasets 1, 2 and 3 in both space (horizontal 
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axes) and time (vertical axis). The transpar-
ency of each data point is set to 0.05 opacity, 
so that closely clustered photographs are il-
lustrated as overlapping clouds of increased 
opacity (i.e., clusters of 20+ overlapping pho-
tographs appear fully opaque). The size of the 
data points was aesthetically chosen for visibil-
ity and holds no meaning. The data points in 

each dataset are connected by a line that shows 
their ordering in time. It can be seen that the 
“bursty” nature of personal photographs Naa-
man (2005, Ch. 3) holds true for datasets 1 and 
2 which have photographs densely clustered 
around discrete spatio-temporal events with 
empty gaps between events. Dataset 3 presents 
an alternate scenario where the photographs 

Figure 8. Resources and predicates in evaluation dataset Σ

Figure 9. Frequency distribution of people per photograph

but meaningless and non-dereferenceable strings.
All other non-person concepts e.g. geographical lo-
cations retain their identifying strings and original
URIs dereferencing more information and integrat-
ing them into the Linked Data Web.
Figure 8 illustrates the structure of each evalu-

ation dataset along with the numbers of resources
and predicates present in the dataset for collection
Σ. Table 1 elaborates with a summary of the number
of resources and predicates by class in each collec-
tion’s dataset; note that depicts predicates that are
used to state that people are depicted are denoted
with depictsp while those used similarly for features
are denoted with depictsf .

detected
(60)

carries (3)
topic
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creator (468)

depicts
(2,733)

depicts (647)

co-ords

spatial (63)

knows
(145)

parent
(293)

Fig. 8. Resources and predicates in evaluation dataset Σ

Table 2 gives further statistics for the numbers
of people annotated as depicted in some way in
each photograph (whether their faces appear or not).
The first column gives the total number of pho-
tographs in the dataset that actually depict people.
The remaining columns give the minimum, maxi-
mum, mean and median statistics for the number of
people depicted in each photograph. For example, it
can be seen that of the 329 photographs in dataset
Σ that depict people, each depicts between 1-6 peo-
ple. The mean is 1.97 people per photograph. Figure
9 shows the frequency distribution of people depic-
tions for all datasets.

Dataset Depict Minimum Maximum Mean Median

1 137 1 6 1.95 2

2 99 1 6 2.14 2

3 93 1 6 1.81 1

Σ 329 1 6 1.97 2

1a 59 1 6 2.19 2

Table 2
Statistics for no. people depicted in each photograph

Additionally, the 3D scatter plot in Figure 10 gives
the distribution of photographs in datasets 1, 2 and
3 in both space (horizontal axes) and time (verti-
cal axis). The transparency of each data point is
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set to 0.05 opacity, so that closely clustered pho-
tographs are illustrated as overlapping clouds of in-
creased opacity (i.e. clusters of 20+ overlapping pho-
tographs appear fully opaque). The size of the data
points was aesthetically chosen for visibility and
holds no meaning. The data points in each dataset
are connected by a line that shows their ordering in
time. It can be seen that the “bursty” nature of per-
sonal photographs [35, ch. 3] holds true for datasets
1 and 2 which have photographs densely clustered
around discrete spatio-temporal events with empty
gaps between events. Dataset 3 presents an alter-
nate scenario where the photographs are sparsely
distributed with many events scattered throughout
space and time with few photographs per event (sev-
eral events are represented by a single photograph),
made evident by the voluminous but low-density
clouds of blue data points.

Fig. 10. Spatio-temporal distribution of photographs
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are sparsely distributed with many events scat-
tered throughout space and time with few 
photographs per event (several events are rep-
resented by a single photograph), made evident 
by the voluminous but low-density clouds of 
blue data points.

7.2. Experimental Setup

In the evaluation, we emulated the process of 
users annotating their photographs (Naaman, 
2005). Having obtained the annotations in ad-
vance, we do not require interaction with human 
subjects. Rather, we “hide” the depicted people 
annotations from the algorithm; the process of 
users annotating photographs is simulated by 
revealing the annotations to the system. In other 
words, we have a “virtual user” who adds anno-
tations to the system. In this paper we consider 
a “casual user” mode for the virtual user only 
(Naaman, 2005): for an extended evaluation 
please see Monaghan (2008, Ch. 6).

Casual users (Naaman, 2005) annotate a 
certain percentage of the people represented 

in media resources: this helps to evaluate how 
accurate an algorithm’s recommendations are 
when only a fixed percentage of represented 
people have been annotated. Thus, in the 
beginning of the process, the algorithm is 
trained by randomly selecting resources and 
pre-annotating some of the people that are 
represented, such that after initialisation 75% 
of the annotations are known to the algorithm 
(e.g., for dataset Σ we randomly pre-annotate 
485 of its 647 person depiction statements).

After initialisation, the casual user selects 
one random media resource to fully annotate; 
at each annotation step, the casual user then 
annotates one person to the current resource, 
supported by the algorithm’s recommendations. 
At each annotation step, however, the algorithm 
starts with the same initial state and the casual 
user randomly selects a person to annotate to 
the resource who was not selected before, until 
all the people represented in that resource have 
been selected.

The casual user then repeats this for all 
media resources that were not fully annotated 

Figure 10.Spatio-temporal distribution of photographs
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Table 1. Resources, predicates and faces in each evaluation dataset 
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during initialisation, until all resources have 
been selected. Due to the dependence on the 
random nature of the initialisation, the entire 
evaluation run is then repeated 10 times to yield 
10-set cross-validated results.

The primary evaluation technique is 
prediction of deleted values. However, a re-
quirement of recommender systems is to rank 
recommendations according to their relevance 
instead of just returning them as a set of results 
(Herlocker, Konstan, Terveen, & Riedl, 2004). 
Since in practice not all recommendations can 
be displayed or will be considered by the user, 
for each annotation step we analyse at which 
rank position the removed statements are rec-
ommended.

At each annotation step the algorithm being 
evaluated returns a ranked recommendation list 
of people for which we calculate the accuracy 
using precision and recall. Regular precision 
and recall are measures for the entire list: they 
do not account for the quality of ranking the 
recommendations in the list. Relevance ranking 
is measured by computing precision at different 
cut-off points (Manning, Raghavan, & Schütze, 
2008, Sec. 8.3; therefore if the first correct 
recommendation is returned at position n in the 
list, we calculate the precision at n. Similarly 
we calculate the recall at n: the actual number 
of relevant recommendations up to the first 
correct recommendation in the list. Plotting the 
trend of precision over recall for the list then 
yields the precision-recall plot. Averaged over 
all annotation steps during the virtual user’s 
annotation of a given dataset, this plot gives an 
impression of information retrieval accuracy.

7.3. Comparison with 
Face Recognition

The evaluation includes comparison and 
combination with a face recognition method. 
While Choi, Yang, Ro, and Plataniotis (2008) 
shows that a Bayesian face recognition method 
(Moghaddam, Jebara, & Pentland, 2000) is 
shown to perform slightly better than the 
Principal Component Analysis (PCA/eigen-
faces) method (Turk & Pentland, 1991) on the 
manually selected face images from the CMU-
PIE and FERET face datasets, (Davis, Smith, 
Canny, Good, King, & Janakiraman, 2005) has 
shown PCA to be the more robust method on 
real-world personal photographs. These images 
may be noisy, may not have well-aligned faces 
nor favourable illumination conditions and may 
have been captured on lower-resolution capture 
devices like camera phones. Subsequently, 
while there has been recent enhancements to 
state-of-the-art face recognition attempting to 
circumvent the pose, illumination and expres-
sion problem, as well as to use body and clothing 
recognition to boost performance (Zhao, Teo, 
Liu, Chua, & Jain, 2006; Anguelov, Lee, Gok-
turk, & Sumengen, 2007; O’Hare & Smeaton, 
2009), PCA face recognition is chosen here as 
a reasonable baseline content analysis approach 
for comparison and combination on the task of 
user-generated photograph annotation.

To this end, we reuse the face distance met-
ric used by Davis, Smith, Canny, Good, King, 
and Janakiraman (2005) as our face proximity 
content metric. During training for a given 
evaluation run, the face proximity metric uses 
all known training faces of a given person to 

Table 2. Statistics for number of people depicted in each photograph 

Dataset Depict Minimum Maximum Mean Median

1 137 1 6 1.95 2

2 99 1 6 2.14 2

3 93 1 6 1.81 1

Σ 329 1 6 1.97 2

1a 59 1 6 2.19 2
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Figure 11. Frequency distribution of faces per person

Figure 12. Precision-recall plot for recommendations to casual annotator of dataset Σ
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build a single face class for them, as described 
in Turk and Pentland (1991). During testing, 
we first assume perfect detection. This is due 
to contemporary face detection (as opposed to 
recognition) being well-solved, accurate and 
trainable on generic human faces elsewhere 
(Viola & Jones, 2001). We therefore give the 
face proximity metric the location of all faces 
in each photograph during testing, only hiding 
the identities of the located faces to test recogni-
tion alone. The face proximity metric handles 
multiple faces identically to that of Davis, 
Smith, Canny, Good, King, and Janakiraman 
(2005): since there may be multiple faces in a 
photograph - each giving a distance measure-
ment from a given trained face class - we use the 
minimum of those distances when considering 
that face class for recommendation.

For the evaluation of the face proximity 
metric, each test collection owner manually 
identified the faces present in their personal 
photographs by dragging squares and identi-
ties across them. They also manually indicated 
which of those faces were clear enough to be 
used as profile pictures for training purposes. 
Table 1 gives the size |T | of the set of faces T 
and the size of the subset of those that are also 
training faces Ttrn ⊂ T for each dataset.

Table 3 gives further statistics for face ap-
pearances of people in each dataset. The first 
column gives the number of distinct people 
whose faces are actually depicted in at least 
one photograph in the dataset. The second 
column gives the number of those annotated 
who have no training faces visible, with the 
number of those who also have no face visible 
whatsoever given in brackets. The remaining 

columns give the minimum, maximum, mean 
and median statistics for the number of training 
faces per person, with the figures for the total 
number of faces per person in brackets.

For example, it can be seen that each of 
the 98 distinct people annotated to photographs 
in dataset Σ has their face appear between 0-71 
times: 1 person present in the photographs does 
not have their face appear at all. The mean is 
6.54 face appearances per person. Each person 
has between 0-29 training faces: 17 annotated 
people had no training face at all. The mean is 
3.13 training faces per person. Figure 11 shows 
the frequency distribution of all face appear-
ances for all datasets. The face proximity 
content metric was then added to the set of 
context metrics for both comparison and com-
bination during the evaluation.

7.4. Results

Figure 12 shows the trend of precision over recall 
of recommendations given to a casual user for 
the consolidated dataset Σ. The results for each 
algorithm are averaged across all annotation 
steps of each evaluation repetition, and averaged 
again across all 10 random repetitions. The plot 
shows the results for the following algorithms 
- the random metric presents recommendations 
in random order and acts as a control to show 
how “easy” each dataset is to recommend for:

(i) 	 Random metric (Random)
(ii) 	PCA face proximity content metric (PCA)
(iii) 	Context metrics combined by CombSUM 

(Context CS)

Table 3. Statistics for number of face appearances for each person 

Dataset Depict No face Min. Max. Mean Median

1 32 7(1) 0(0) 17(46) 2.66(8.25) 2(2.5)

2 18 7(0) 0(1) 16(30) 4.11(11.61) 3(10.5)

3 67 4(0) 0(1) 8(19) 1.40(2.51) 1(2)

Σ 98 17(1) 0(0) 29(71) 3.13(6.54) 1(2)

1a 12 3(1) 0(0) 9(24) 2.42(10.58) 1.5(9.5)
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(iv) 	Context metrics combined by factor analy-
sis (Context FA)

(v) 	 Context and PCA metrics combined by 
CombSUM (Context+PCA CS)

(vi) 	Context and PCA metrics combined by 
factor analysis (Context+PCA FA)

It can be seen that while PCA performed 
rather poorly on the data, Context FA and Con-
text CS performed similarly, both with initial 
average precision above 40%. PCA has boosted 
Context+PCA CS while pulling Context+PCA 
FA down: this shows that, for this selection of 
metrics at least, CombSUM can perform at 
least as well if not better than factor analysis, 
even if for metrics in general it may be a biased 
approach.

This disparity in performance could be due 
to the number of factors selected by the factor 
analytic approach for each person. While factor 
analysis texts warn against trying to label the 
common factors (Kim & Mueller, 1978) at a 
glance two factors loosely emerged for most 
people: one with strong “social” relationships 
to the corepresentation and creator metrics, the 

other with a strong “geographic” relationship 
to the spatio-temporal metric. On the other 
hand, some people with stronger “technologi-
cal” device copresence relationships had three. 
However, these comments are not founded on 
rigorous analysis and in fact contravene the 
intention of factor analysis by attributing too 
much meaning to the emergent factors: this is 
identified as an area that deserves further study.

While the average precision of all algo-
rithms stays fairly flat across recall, there are 
noticeable drops in precision where recall is 
1/6, 1/5, 1/4, 1/3, 2/5, 1/2, etc. This is intuitive 
due to there being between 1-6 people depicted 
in each image in the dataset (see Table 2, Sec-
tion 7.1). The most severe drop at 1/2 recall 
has significance since the sharpest accuracy 
drop is likely to occur between the first and 
second recommendations. This drop also has 
a trivial element since there are significantly 
more photographs with one or two people in 
the dataset than three or more (Figure 9, Section 
7.1), and therefore most incorrect (as well as 
most correct) recommendations were made on 
these photographs.

Figure 13. Mean average precision of recommendations to casual annotator across datasets
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Figure 13 further summarises the results 
for all recommendation algorithms for the 
remaining evaluation datasets. The figure dis-
plays Mean Average Precision (MAP) of each 
evaluation run; this is simply the area under 
each precision-recall plot, as seen in Figure 
12 for the plots for dataset Σ. As well as the 
mean, the standard deviation of the average 
precision across the 10 repetitions is given by 
the thin errors bars.

In general, CombSUM slightly outper-
formed factor analysis. Dataset 1 gave the 
best results; as seen in Section 7.1, this dataset 
contained the most observations (photographs), 
and therefore a larger pre-annotated training 
set as described in Section 7.2. Dataset 3 gave 
the worst results; as seen in Section 7.1, this 
dataset consists of photographs split over sev-
eral distinct events, many events having just a 
single photograph. This demonstrates that the 
context-aware recommendation algorithms 
perform poorly in the absence of a certain 
amount of training data from each event. The 
results for the largest, consolidated dataset 
Σ suggest that overall and on a larger scale 
CombSUM outperformed factor analysis and 

that PCA did not significantly improve either 
algorithm’s accuracy.

Finally, we analysed which of the individual 
metrics were the most accurate when used on 
their own. This evaluation may additionally 
help implementers to choose which individual 
metrics to use given constrained resources. To 
provide an unbiased view of the performance 
of the device carriage and device copresence 
metrics, this evaluation was only carried out on 
photographs from dataset 1a; these were taken 
by a camera phone with the ACRONYM mobile 
device-based camera application installed and 
so support the full range of context metrics. The 
breakdown of the MAP and standard deviation 
for each metric is compared in Figure 14 along 
with the combinations and random control for 
comparison.

The MAP results for individual context 
metrics suggest that the spatio-temporal proxim-
ity, person corepresentation and creator based 
ones are the most accurate. It is noteworthy that 
the implicit person corepresentation and device 
copresence metrics were more accurate than 
their explicit person acquaintance and device 
carriage counterparts; this may well be due to 

Figure 14. Breakdown of the mean average precision of the individual context metrics for dataset 1a
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a lack of social networking and device owner-
ship statements in the dataset. Either way this 
demonstrates the robust nature of these implicit, 
real-world metrics over their explicit, digital 
world counterparts. The results also suggest that 
both combinations of context metrics are indeed 
more accurate than any single context metric 
alone. These results suggest that CombSUM is 
again the slightly more accurate combination 
method when ambient space context is available 
to the given context metrics and face recogni-
tion is used, with a MAP of 55% compared to 
51% for factor analysis.

7.5. Discussion

Factor analysis has already been used to combine 
context-based and content-based cues to support 
the prediction of faces in photographs (Davis, 
Smith, Canny, Good, King, & Janakiraman, 
2005). The major difference is that this previ-
ous work uses binary-valued statements about 
photographs as their observed variables while 
we use continuous-valued metrics taking into 
account relationships between various contex-
tual recall cues. As detailed in Section 3, their 
approach has 2 disadvantages. First, by only 
considering direct properties of a photograph, 
it ignores direct relationships that instances 
may have with each other independent of any 
photographs, e.g., people may state that they 
know each other. By using context metrics 
derived from the user’s information space, we 
take advantage of the rich contextual knowl-
edge that is available for mining on the social 
Semantic Web.

The second disadvantage of the approach of 
Davis, Smith, Canny, Good, King, and Janakira-
man (2005) arises from their binary modelling 
of data. For example, the binary model cannot 
use the geographic proximity of photographs, 
only the boolean value of whether a photograph 
belongs to an artificially created geographic 
cluster or not. The binary approach requires 
photographs to be clustered geographically 
into an arbitrary number of clusters (100 in 
their case), the granularity of which may be too 
coarse for many applications and which does not 

scale well. For example, photographs taken in 
Ireland and Germany may be indistinguishable 
geographically under this model and may well 
both be included in the arbitrary ‘Europe’ cluster.

Importantly, the authors of Davis, Smith, 
Canny, Good, King, and Janakiraman (2005) 
report some significantly more accurate results 
than this paper: they report 60% initial precision 
for a combined PCA+context method. As well 
as using a larger training set, it is important to 
note that in their evaluation the authors report 
that they manually tailored the training set in 
several ways with constraints that introduce 
several assumptions (Davis, Smith, Canny, 
Good, King, & Janakiraman, 2005, Sec. 4): 
“For each face, 8 photos were taken at random 
and 4 photos were selected manually for the 
training set. Manual selection was done to in-
sure a sufficient number of visible faces in the 
training set. We will automate this process in 
future work. Each photo contained images of 1 
to 4 people. The training gallery contained 2-4 
images of each subject on average.”

These assumptions would tend to boost 
the accuracy of all results, but specifically face 
recognisers. While the dataset used in Davis, 
Smith, Canny, Good, King, and Janakiraman 
(2005) is not publically available, the boosts 
provided by the larger size and manual selection 
of the training set can be measured by compar-
ing the results of the PCA recogniser: while this 
algorithm was included in both evaluations, it 
achieved 43% accuracy in Davis, Smith, Canny, 
Good, King, and Janakiraman (2005) but a 
maximum of only 22% in the evaluation pre-
sented here (dataset 2). Since the PCA method 
is identical, this 20%+ boost in performance 
may be attributed to the training/test data. This 
assumption of manually chosen training data is 
outside of the original algorithm, not repeatable 
in the real-world without universal user labour 
and contributes to a smudging of the perfor-
mance of the algorithm with the performance 
of the data. Since these assumptions cannot be 
guaranteed in actual use, we did not introduce 
similar assumptions to our evaluation but rather 
allowed the algorithms to be compared on a 
robust and realistic playing field of randomly 



28   International Journal on Semantic Web and Information Systems, 7(4), 1-35, October-December 2011

Copyright © 2011, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.

selected, 10-set cross-validated training sets, 
as described in Section 7.2

Furthermore, it should be noted that 
throughout their evaluation, Davis, Smith, 
Canny, Good, King, and Janakiraman (2005) 
only give the best results numbers: initial 
precision. They do not average their results 
for entire lists of recommendations using 
MAP, as we do here. Finally, to conclude a 
direct comparison with Davis, Smith, Canny, 
Good, King, and Janakiraman (2005), their 
context-only approach (without content/face 
recognition) achieves sub-50% MAP (initial 
precision 50%, dropping off for further hits), 
whereas our context-only approach achieves 
53% MAP (dataset 1a).

Similarly to Davis, Smith, Canny, Good, 
King, and Janakiraman (2005), the context anal-
ysis approaches of Naaman (2005) have been 
combined with content analysis and extended 
by O’Hare and Smeaton (2009). In particular, 
they also extend the PeopleRank algorithm, 
and their spatial and temporal proximity met-
rics take a similar manually-chosen window 
approach to the spatial proximity method of 
Naaman (2005) and Davis, Smith, Canny, 
Good, King, and Janakiraman (2005). While 
the naming of their separate temporal proxim-
ity and spatial proximity metrics may appear 
similar to our single spatio-temporal proximity 
metric, they in fact operate quite differently. As 
detailed in Section 6.1.1, we use continuous 
spatial interpolation over time to calculate a 
single proximity value estimating how close a 
person was at a given time, whereas Naaman 
(2005) and Davis, Smith, Canny, Good, King, 
and Janakiraman (2005) use time and space 
windows of arbitrarily-chosen granularity to 
come up with two different scores which they 
later attempt to combine.

O’Hare and Smeaton (2009) extend this 
latter approach with Jelinek-Mercer smoothing 
over layered windows. For example, for spatial 
proximity, they use 100km windows layered on 
top of 1km windows layered on top of cooccur-
rence within single photographs. Our patented 
spatio-temporal proximity approach is shown 
in our evaluation to be our most successful 

individual metric, which complements the con-
clusion of O’Hare and Smeaton (2009) where 
their best performing individual metric was 
the one that incorporated temporal proximity.

Of note, O’Hare and Smeaton (2009) re-
port relatively better results than reported here 
for face recognition when compared against 
context-based approaches (reporting 1-hit 
rates of 45% compared to 55% respectively in 
their approach while we report MAP of 20% 
compared to 53% in our approach). However, 
this is only after a substantial amount of dataset 
and evaluation method tweaking. Initially, in 
their face recognition approach they “position, 
scale, and rotate each face to create a normal-
ized face image” before running PCA/ICA 
(O’Hare & Smeaton, 2009, Sec. IV.B.1). We 
do not, reusing the approach of Davis, Smith, 
Canny, Good, King, and Janakiraman (2005) 
to let PCA perform on its own on the original 
faces as seen in the photographs. This would 
contribute significantly to any relative disparity 
in results reported for face recognition.

Furthermore, while the dataset used in 
O’Hare and Smeaton (2009) is not publically 
available, they describe several major ways in 
which they manually tailor it for the evaluation 
of their approach. Since these would again tend 
to blur the line between dataset and evaluation 
method and significantly impact any evalua-
tion results, we detail each below. It should be 
noted that since our approach is intended to 
work at Web scale with UGC data, and not on 
curated data, we must be able to deal with (and 
therefore should evaluate on) real untampered 
data. For a detailed discussion of the non-trivial 
problems with data cleanliness on the Semantic 
Web, see Hogan, Harth, Passant, Decker, and 
Polleres (2010).

Firstly, and similar to Davis, Smith, Canny, 
Good, King, and Janakiraman (2005) as de-
scribed, (O’Hare & Smeaton, 2009, Sec. V) 
manually tailor their dataset to be a sample of 
good training data from the real-world popula-
tion: “The MediAssist personal photo archive 
contains 23,774 geotagged photos from 29 
users, taken as part of their private personal 
photo collections. Of these, nine users have 
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collections suitable for evaluation of person 
identification, with the other user collections 
not containing enough known people. Table 1 
summarizes the nine individual personal photo 
collections used.”

Secondly, they further manually tailor 
the dataset by only including in the test set 
those people with the most available training 
data, introducing the following unfounded and 
uncited assumption: “Since a user is generally 
only interested in annotating the most popular 
identities in their collection, we use the top 
20-most popular people in each collection for 
evaluation, assuming the user is not interested 
in less popular faces.”. Based on our own 
observations, this would have a major impact 
on performance. Since it is completely unsup-
ported by evidence from the real world, and is 
non-repeatable in actual use, we cannot and do 
not make such an assumption.

Thirdly, they continue to bias their results 
with weights learned specifically for each user’s 
dataset, never providing an evaluation of their 
approach over their dataset as a whole (O’Hare 
& Smeaton, 2009, Sec. V): “The weights are 
learned separately for each user collection and 
are biased, ‘oracle’, weights and cannot be 
said to represent weights that we could expect 
a system to learn automatically.” On the other 
hand, our approach is intended from the ground 
up to automatically learn its weights for each 
person represented in multimedia on the social 
Semantic Web, and does not require an artificial 
ringfence to be erected around any one users’ 
collection.

Fourthly, in their evaluation of their 
smoothing methods, (O’Hare & Smeaton, 
2009, Sec. VI.A) make trial-and-error manual 
optimisations in the arbitrary sizing of their 
smoothing layer window sizes and in the arbi-
trary number of layers. This is outside of their 
presented algorithms and again is not repeatable 
in actual use without human intervention: “For 
MLE, Smoothing and Hierarchical Smoothing 
language models a large number of alternative 
variations were evaluated, with varying window 
sizes and hierarchical structures explored, 

and the best-performing variation for each is 
shown here.”

When considering these latter points on 
manual blurring of the actual approach with the 
dataset and with the evaluation method, it can be 
reasonably inferred that the approach of O’Hare 
and Smeaton (2009) would fare significantly 
worse on an even playing field of untampered 
data from the real world using a consistent and 
repeatable evaluation method. In particular, this 
would help to explain any relative disparity in 
results for content-based approaches - which 
require plenty of good training data (Section 
2) reported between this paper and O’Hare and 
Smeaton (2009).

Similarly, Zhao, Teo, Liu, Chua, and Jain 
(2006) take several measures to circumvent 
the face pose, illumination and expression 
problems for their content-based approach: 
“Face detection is first applied to detect the near 
frontal faces. To alleviate the pose problem, eye 
detection is used to rotate the faces so that the 
two eye[s] are horizontal. The eye detector is 
trained with AdaBoost, which has been used 
successfully in face detection. To overcome 
the illumination problem, we employ the gen-
eralized quotient image for delighting. Finally 
to tackle the pose problem, we use translation 
and rotation to generate more training faces 
for three views, i.e., left-view, front-view and 
right-view, for each person.” They then use 
pseudo 2DHMM models for each of the three 
views to recognise faces. They also add body 
recognition to their content-based approach.

Zhao, Teo, Liu, Chua, and Jain (2006) also 
support their content-based approach with social 
context using 1) the PeopleRank algorithm 
amongst their own algorithms based on 2) 
global popularity (a rude probability for each 
person, identical for each photo), 3) event co-
occurrence (based on clustering of events) and 
4) temporal reoccurrence (based on temporal 
clustering of photos). While they do not provide 
an evaluation of their context-based approach 
standing alone, they report that it improves the 
recall of their content-based approach when 
used in combination, but it does not improve 
precision noticeably.
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Finally, while Zhao, Teo, Liu, Chua, and 
Jain (2006) report 70% initial precision results 
for their combined Face+Body(A)+Context 
approach, they also encounter sharp drop-offs 
across recall. They do not report overall per-
formance numbers for MAP, but these can still 
be estimated from the PR plot in their Figure 4. 
They achieve about 30%, 20% lower than our 
best context-based approach’s MAP results. 
This can be roughly calculated by taking the 
area under their plot: 0.70 (precision) * 0.82 
(recall) / 2 (rough triangle shape) = 0.29.

7.6. Repeatability

This section summarises a strategy to help the 
community have a reusable and extensible suite 
of data so that evaluations are repeatable and 
comparable. The strategy aims to convince that 
this, related and future work can be evaluated 
with relevance to Web-scale (in the context 
of UGC). In the spirit of linked open data we 
have gone above and beyond the state of the 
art in making our data as well as our approach 
available for others. Below, we clearly address 
the issue of repeatability of our approach and 
evaluation giving our best view on:

•	 How the data is reusable
•	 How others can compare the results
•	 How others can build upon or participate 

in developing a larger evaluation set

Data Reusability

We have made every attempt possible to publish 
as much data as we are legally allowed to with 
the permission of the data owners. We provide 
our entire dataset of metadata, minus “human-
readable” personally identifying content like 
names and faces as is required practice for 
personal data. This goes beyond efforts from 
state of the art related work which mostly 
(including those cited) do not even attempt 
to share the data used for repetition. The data 
retains all other strings, e.g., placenames and 
all anonymised Person concepts retain unique 

identifiers as well as links to other concepts. 
This dataset is valid RDF, classifies as Linked 
Data as it reuses URIs dereferencable to exist-
ing data out there and is ready to go into any 
RDF store as-is.

We provide a detailed description in Sec-
tion 7 of the makeup of the dataset including a 
detailed statistical breakdown of concepts and 
relationships, along with distribution of faces 
per person and photo. This includes graphical 
representations of the data. This gives the reader 
deep insight into the dataset, before they have 
even clicked the link to download it into their 
RDF store.

Result Comparability

Our zero-assumption evaluation approach is 
completely repeatable without human interven-
tion, and involves no tailoring of the data for our 
or any one approach. We also use the completely 
repeatable and directly-comparable evaluation 
technique of Mean Average Precision. See Sec-
tion 7.5 for a discussion and comparison with 
related work in this regard.

Data Extensibility

We have reused and integrated popular exist-
ing ontologies like FOAF, GeoNames and iCal 
where possible. See Section 5.1 for an overview 
and Monaghan (2008, Ch. 4) for a detailed 
description of the integrated ontology used. We 
also go beyond any related work and actually 
provide free of charge the same mobile device 
app we use to capture sensor data in Section 
5.1. A detailed description of our algorithms 
is provided for anyone who wants to repeat or 
extend our work.

8. CONCLUSION

We have proposed an approach to media an-
notation that is social Semantic Web-aware and 
which taps the rich contextual data available 
thereon. This is a novel dimension beyond 
existing approaches that comes with its own 
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implications, and has resulted in the following 
contributions of this paper.

Robust recommendation algorithms: 
novel context-aware recommendation algo-
rithms that require no manual tweaking or 
dataset tailoring.

Factor analytic combination method: 
unique application of personalised, continuous-
valued factor analysis to combine metrics with-
out bias. This alternative approach to handling 
sparse media annotation data automatically 
tailors itself to annotated individuals and is 
an innovation beyond Davis, Smith, Canny, 
Good, King, and Janakiraman (2005) or any 
other work we are aware of.

Media agnostic: our approach is designed 
from the ground up to be media-agnostic, and 
is generically reusable beyond any one media 
(e.g., photographs) and applicable to UGC 
multimedia at large (video, text posts, e.g., 
tweets, audio clips, etc.)

Dataset of context-aware photo meta-
data: the first publically available RDF dataset 
for context-aware media annotation evaluation.

Evaluation of algorithms for reuse: an 
analysis highlighting the most useful of the 
metrics and combination methods presented for 
the personal photograph annotation use case.

The automation provided by these contribu-
tions to multimedia annotation can alleviate the 
audiovisual data overload on users searching for 
or managing UGC multimedia. Face recognition 
and other content-recognition techniques can 
be supported by context-aware, data mining 
and social techniques. More specifically, the 
social Semantic Web domain provides power-
ful tools for mining and integrating distributed 
information to create new knowledge on the 
context surrounding multimedia resources and 
the people represented by them.

Mobile devices can be used to gather 
ground truth data about the ambient environment 
at the time of capture which can be reused to 
infer higher level contextual information. This 
information can help automate the annotation 
of media resources with cues useful for knowl-

edge recall by users. This paper defines several 
context metrics which measure the strength of 
relationships between some of the key recall 
cues people use for managing UGC multimedia.

In particular, the context-aware ACRO-
NYM approach can support the semi-automatic 
annotation of the people depicted in personal 
photographs with 53% mean average precision 
based on context alone. The same approach can 
increase the accuracy of state of the art face 
recognition from 20% to 55%. Additionally, 
it has been shown that implicitly measured 
context allows robust recommendations to be 
made when explicitly asserted statements are 
sparse. Furthermore, the context metrics can be 
combined to make recommendations that are 
more accurate than any that could be made by a 
single metric alone. The knowledge represented 
in completed annotations can then be integrated 
into the Semantic Web as portable, linked data 
describing the ever-increasing amount of UGC 
content.
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