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Abstract—We consider an extension of the cognitive radio chan-
nel model in which the secondary transmitter has to obtain (“learn”)
the primary message in a first phase rather than having non-causal
knowledge of it. We propose an achievable rate region that combines
elements of decode–and–forward relaying with coding for the pure
cognitive radio channel model. Moreover, we find the choice of
parameters that maximize the secondary rate under a primary rate
constraint. Finally, we compare numerically the performance of our
system to that of an underlay scheme that combines beamforming,
rate splitting, and successive decoding. We observe that although
the overlay design provides higher rates, the losses due to the first
phase are quite severe. In fact, for the considered scenarios, cleverly
designed underlay schemes can provide comparable performance.

I. INTRODUCTION

Cognitive radio (CR) and opportunistic spectrum sharing are

promising concepts for boosting the efficiency of radio spectrum

utilization. In the last decade, research on CR has therefore

focused on three main spectrum sharing paradigms: underlay,

overlay, and interweave [1]. Each of them requires a different

level of cognition about the surrounding environment and a dif-

ferent level of sophistication which leads to different challenges.

In this paper we focus on underlay and overlay CR sys-

tems and specialize to the scenario where a primary transmit-

ter/receiver pair is willing to share its spectrum with a secondary

transmitter/receiver pair, given that the primary rate requirements

are satisfied. The most common information theoretical model

for underlay CR is the interference channel (IC). The (two-user)

IC describes the situation where two independent transmitter-

receiver pairs communicate interfering each other. In addition to

classical coding strategies for the IC (see e.g. [2], [3]) several

authors have studied this scenario with CR constraints (see e.g.

[4]–[6]). In particular, multiple-antenna transmit strategies are of

special interest for underlay scenarios where interference to the

primary receiver must not exceed a given level. Assuming that

sufficient channel state information is available at the secondary

transmitter, beamforming techniques can be used to control

the interference to the primary receiver while maximizing the

secondary rate (see e.g. [4], [5]). For the special case of a

Part of this work has been performed in the framework of Network of
Excellence ACROPOLIS, which is partly funded by the European Union under
its FP7 ICT Objective 1.1 - The Network of the Future.

multiple-input/single-output (MISO) secondary system coexist-

ing with a single-input/single-output (SISO) primary system, we

investigated in [7] gains in secondary rate that can be obtained by

spatial shaping. We showed furthermore that additional gains can

be obtained in this setting if rate splitting is used at the secondary

transmitter and successive decoding (including the interfering

primary message) is performed at the secondary receiver.

In contrast, the cognitive radio channel (also known as IC

with degraded message sets) has been used to model overlay

CR scenarios. This model differs from the classical IC in

that the secondary transmitter has non-causal knowledge of

the primary message. Fundamental transmission strategies have

been proposed for example in [8]–[10] for the single-antenna

case and shown to achieve the capacity for the secondary user

for important special cases. In the low interference regime it

has been shown in [8], [9] that the optimal strategy at the

secondary transmitter consists of combining selfless relaying of

the primary message and interference pre-cancellation using dirty

paper coding [11] to transmit its own message. In contrast, the

capacity of part of the strong interference regime was obtained

in [10] using superposition coding and interference decoding. In

our recent work [12], we adopted the strategy from [8], [9] to the

case where a MISO secondary system coexists in the spectrum

of a SISO primary system and discussed joint optimization of

beamforming and power allocation to maximize the secondary

rate while satisfying the primary rate constraint.

A comparison of fundamental strategies for underlay and

overlay CR transmission suggests that non-causal knowledge

of the primary message at the secondary transmitter leads to a

significant increase in secondary rate. However, a critical point

of the overlay CR concept is how knowledge of the primary

message can be obtained. In [13], [14], it is suggested that a

CR can learn the primary message by overhearing primary ARQ

transmissions and utilize knowledge of the message to perform

spectrum overlay during retransmissions of the primary system.

As an alternative [15] and [16] consider explicit cooperation of

the primary and secondary systems. In any case, learning the

primary message requires the secondary transmitter to be passive

for a certain duration in time, and it leads therefore inevitably

to a rate loss for the secondary system which may lower the

attractiveness of overlay strategies.
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Unfortunately, fundamental studies of overlay transmissions

do not account for this rate loss, and the best known achievable

rates may therefore be too optimistic. Motivated by this obser-

vation, we consider in this paper an extension of the CR channel

model that takes into account the initial transmission phase for

exchanging the primary message as well. For this extended CR

channel model, we propose an achievable transmission scheme

that combines decode–and–forward (DF) relaying [17], [18] with

the transmission strategy for the CR channel proposed in [8], [9].

Achievable rates derived for the proposed scheme are then used

to compare the performance of underlay and overlay strategies

using a simple geometrical model for the relative positions of

the nodes. As in [12], we consider the coexistence of a SISO

primary system and a MISO secondary system and optimize

beamforming and power allocation to maximize the secondary

rate under a primary rate constraint. As [15], [16], we consider

in this paper explicit cooperation between the primary and

secondary transmitters. However, in contrast to [15], [16] which

use repetition coding at the relays, our relaying strategy is based

on binning. The design goal in [16] is furthermore, to help the

primary transmitter to transmit as fast as possible in order to

maximize the number of unoccupied channel uses which can

then be used by the secondary system.

The remainder of this paper is organized as follows: In

Section II, we introduce the system model along with the

notation. In Section III we formulate the proposed transmission

strategy and the problem statement. In Section IV we find the

optimal choice of system parameters for our overlay transmission

strategy in extended cognitive radio channels. In Section V we

evaluate numerically the performance of the strategy based on

a simple geometrical model for the relative positions of the

nodes. Moreover, we compare it against an underlay strategy

that controls the interference at the primary receiver. Finally, in

Section VI we conclude our work.

II. PRELIMINARIES

A. Notation

Column vectors and matrices are represented in lower case and

upper case boldface letters, respectively. | · | is the absolute value

of a scalar, || · || is the Frobenius norm of a vector or matrix, and

(·)H stands for Hermitian transpose. ΠX , X
(

XHX
)−1

XH

denotes the orthogonal projection onto the column space of X ,

and Π⊥
X

, I − ΠX , where I is the identity matrix, denotes

the orthogonal projection onto the orthogonal complement of the

column space of X . In this paper all logarithms are taken to the

base of 2 and all rates are expressed in bits.

B. System Model

As in [7], [12], we consider a SISO primary system which

is willing to share its channel with a MISO secondary system

with N antennas. We consider transmission in two phases where

the first phase is used to inform the secondary system about the

primary message. The second phase corresponds to the set-up

which is known as the cognitive radio channel. We assume that

the secondary transmitter cannot transmit and receive at the same

time (i.e., we consider a half duplex constraint) and it uses its N
antennas for both transmission and reception. The tth received

sample (see Fig. 1) from the matched-filtered complex baseband

model in the first phase is

y
(1)
1 (t) = h11x

(1)
1 (t) + n1(t)

yst(t) = httx
(1)
1 (t) + nst(t)

where x
(1)
1 (t) is the signal transmitted by the primary transmitter

and y
(1)
1 (t) and yst(t) are the channel-attenuated noise-corrupted

observations at the primary receiver and secondary transmitter,

respectively. Similarly for the second phase

y
(2)
1 (t) = h11x

(2)
1 (t) + hH

21x
(2)
2 (t) + n1(t)

y
(2)
2 (t) = h12x

(2)
1 (t) + hH

22x
(2)
2 (t) + n2(t)

where x
(2)
1 (t) and x

(2)
2 (t) are the signals transmitted by the

primary and secondary transmitters and y
(2)
1 (t) and y

(2)
2 (t)

are the observations at the respective receivers. This model is

illustrated in Figure 1.
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Fig. 1. Illustration of the two-phase transmission scheme.

The noise processes on all channels are modelled by indepen-

dent complex additive white Gaussian noise (AWGN) processes

with unit noise variance: n1, n2 ∼ CN (0, 1),nst ∼ CN (0, I).
We denote by hij the channel gain (vector of channel gains

for multiple antennas) from transmitter i ∈ {1, 2} to receiver

j ∈ {1, 2}, which we assume to remain constant during the

two phases. The channel gain vector in the first phase between

transmitters is denoted as htt. We model the channel gains as

h11 ∼ CN (0, σ2
11), h12 ∼ CN (0, σ2

12), htt ∼ CN (0, σ2
ttI),

h21 ∼ CN (0, σ2
21I), and h22 ∼ CN (0, σ2

22I). We assume that

all nodes have perfect channel knowledge on all links.

The entire transmission is carried out over n channel uses, k
channel uses are consumed during the first transmission phase,

and (n−k) channel uses are used during the second phase. The

fraction of channel uses in the first and the second phases are

accordingly given by α = k/n and 1− α, respectively.

III. TRANSMISSION STRATEGIES AND PROBLEM

FORMULATION

For each of the CR paradigms we will consider a different

transmission strategy. In the case of underlay CR we will use the

strategy from [7] that combines power allocation, beamforming,

and rate splitting (whenever possible) at the secondary trans-

mitter and successive decoding at the secondary receiver. We

introduce our strategy for overlay CR in the following section.



A. Overlay Transmission Strategy

Our strategy relies on DF principles [17] to adapt the overlay

CR strategy from [12] to the extended cognitive radio channel

model where the secondary transmitter has to acquire the primary

message.

We assume that the primary user has a target rate R⋆
1. During

the first phase, which has relative duration equal to α, the primary

transmitter uses a code C0 with rate R0 =
R⋆

1

α
to broadcast

its message to both the primary receiver and the secondary

transmitter using power P
(1)
1 . We define the rates

R
(1)
1 = α log

(

1 + |h11|2P (1)
1

)

,

Rt = α log
(

1 + ||htt||2P (1)
1

)

.

Clearly only those rates R⋆
1 satisfying

Rt ≥ R⋆
1

can be used to ensure decodability at the secondary transmitter

at the end of the first phase. Assuming that

||htt|| > |h11|,
after the first phase the primary receiver only has partial knowl-

edge (i.e. its observation) about the message sent by the primary

transmitter. In the second phase the primary and secondary

transmitters cooperate to resolve this ambiguity at the primary

receiver. To do so the code C0 is subdivided into disjoint (lower-

rate) sub-codes Ci (bins), which are designed to be good channel

codes. That is, each codeword of C0 belongs to a sub-code

Ci. The index i of the sub-code containing the codeword sent

in the first phase is transmitted cooperatively by the primary

transmitter (using power P
(2)
1 ) and the secondary transmitter

(using a fraction pa of its available power P2). Knowing this

index the primary receiver can decode its message based on its

channel observation from the first phase by considering only

codewords from the (low-rate) sub-code Ci. In addition, the

secondary transmitter employs the remaining power pb for its

own private communication, using dirty paper coding to pre-

code the message. Relayed and private messages are broadcasted

by the secondary transmitter using independent beamformers w1

and w2, respectively. We define the rates

R
(2)
1 = (1− α) log






1 +

|h11

√

P
(2)
1 + hH

21w1

√

pa

1−α
|2

1 + |hH
21w2|2 pb

1−α






,

(1)

R2 = (1− α) log

(

1 + |hH
22w2|2

pb
1− α

)

, (2)

that upper bound the cooperative transmission rate (i.e. transmis-

sion of the bin index) and the secondary rate achievable by our

strategy in the second phase. Note that the powers are scaled up

to take into account the duration of the second phase. Using DF

relaying arguments (see e.g. [17], [18]) it is possible to show that

the largest communication rate for the primary users is given by

R1 = R
(1)
1 +R

(2)
1 .

The boundary of the rate region achievable with our transmission

strategy is R = (R1, R2) for any given (valid) choice of

beamformers, phase splitting, and power allocation that ensures

decodability of the primary message at the secondary transmitter

after the first phase. Clearly we are interested in the choice of

these parameters that gives the largest achievable rate region. We

study this in the following section.

Remark: It is possible to increase the primary rate by

performing rate splitting and superposition coding at the primary

transmitter (see e.g. [18]). For simplicity we do not consider this

here.

Remark: We recover the half-duplex DF relaying rates by

setting R2 = 0 in our achievable rate region (Eq. (14) in [18]

with β = 1).

B. Problem Formulation

We are interested in finding the choice of beamformers, phase

splitting, and power allocation that maximizes the secondary rate

R2 while ensuring a target rate R⋆
1 for the primary user pair

under average power constraints P1 and P2 at the primary and

secondary transmitters, respectively. This is formulated mathe-

matically as

max
α

w1,pa

w2,pb

P
(1)
1 ,P

(2)
1

(1− α) log

(

1 + |hH
22w2|2

pb
1− α

)

(3a)

subject to:

Rt ≥ R⋆
1, (3b)

R1 ≥ R⋆
1, (3c)

||w1|| = ||w2|| = 1, (3d)

αP
(1)
1 + (1− α)P

(2)
1 ≤ P1, P

(1)
1 ≥ 0, P

(2)
1 ≥ 0, (3e)

pa + pb ≤ P2, pa ≥ 0, pb ≥ 0, (3f)

0 < α < 1. (3g)

Remark: Constraint (3b) enforces decodability of the pri-

mary message at the secondary transmitter. This might be too

restrictive in some cases, e.g. if |h11| > ||htt||. This is a well-

known side effect of DF strategies and may motivate other

approaches (e.g. based on compress–and–forward) [17], [18]. In

the following we disregard this issue and focus on the problem as

described in (3). In the simulations we will allow the secondary

user to transmit even if (3b) is not satisfied as long as R
(1)
1 ≥ R⋆

1.

IV. SYSTEM OPTIMIZATION

In this Section we reduce the system optimization problem

defined in (3) to a search over two parameters. We shall make

use of the following Lemma in our arguments

Lemma 1. The function

β log

(

1 +
P

β

)

defined for β ∈ (0, 1] and P > 0 is strictly increasing in β.

This Lemma expresses the well-known fact that, due to

the logarithmic nature of Gaussian-like rate expressions, for a



fixed average power the best option is to use all the available

bandwidth at low power rather than concentrating a high power

signal on a smaller band.

Proposition 1. The solution to the optimization problem makes

use of all the available power at the primary and secondary

transmitters. That is:

1) pa + pb = P2.

2) αP
(1)
1 + (1− α)P

(2)
1 = P1,

Proof: First we prove Statement 1: Let the set of parameters

(α, P
(1)
1 , P

(2)
1 , pa, pb,w1,w2) attain the optimum and be such

that

pa + pb < P2.

The relationship between pa and pb to keep R
(2)
1 constant can be

expressed as a continuous function of pa. Therefore we can find

a power p̃b > pb with sufficiently small p̃b − pb > 0 such that

the required increase in power p̃a ≥ pa to keep R
(2)
1 unchanged

(and hence satisfy (3c)) does not violate constraint (3f). However,

using a larger power p̃b increases the rate R2 which contradicts

our assumption that the set of parameters solved the optimization

problem.

We now prove Statement 2. Again let the set of parameters

(α, P
(1)
1 , P

(2)
1 , pa, pb,w1,w2) attain the optimum and be such

that

αP
(1)
1 + (1− α)P

(2)
1 < P1. (4)

Then we can find a larger power for the first phase P̃
(1)
1 > P

(1)
1

such that (4) and constraints (3b) and (3c) are satisfied with strict

inequality. Moreover note that (4), R1, and Rt are continuous in

α. Therefore we can shorten the duration of the first phase to α̃
with α− α̃ > 0 sufficiently small while ensuring that constraints

(3b), (3c), and (3e) are still satisfied. However, from Lemma 1

we know that the rate R2 is increased by having a longer second

phase. Hence we have again contradicted our initial statement.

Proposition 2. Considering the problem in Section III-B, for

certain α ∈ (0, 1) and P
(1)
1 ∈ (0, P1

α
],

1) if R
(1)
1 ≥ R⋆

1,

w2 =
h22

||h22||
,

pb = P2.

2) if R
(1)
1 < R⋆

1, (3) is solved by

w1 =
h11

|h11|
h21

||h21||
, (5)

w2 =
√

λ2
Πh21h22

||Πh21
h22||

+
√

1− λ2

Π⊥
h21

h22

||Π⊥
h21

h22||
, (6)

pb = P2 − pa, (7)

where

λ2 =

{

λMRT if λMRT ≤ z(1−α)
||h21||2(P2−pa)

z(1−α)
||h21||2(P2−pa)

otherwise

λMRT =
||Πh21

h22||2
||h22||2

, (8)

z =

(

|h11|
√

P
(2)
1 + ||h21||

√

pa

1−α

)2

2
R⋆

1−R
(1)
1

1−α − 1

− 1 ≥ 0, (9)

P
(2)
1 =

P1 − αP
(1)
1

1− α
,

for certain pa ∈ [0, P2].

The optimal objective value in (3a) can be obtained by searching

over α, P
(1)
1 , and pa, while satisfying (3b) and (9).

Proof: Case 1 is straightforward. For Case 2 w1 is chosen

as in (5) to maximize the desired signal power at the primary

receiver in the second phase, or equivalently R
(2)
1 . Given α and

P
(1)
1 , (3) is equivalent to

max
w2,pa

min

(

(P2 − pa) |hH
22w2|2,

z (1− α) |hH
22w2|2

|hH
21w2|2

)

(10a)

s.t. ||w2|| = 1, 0 ≤ pa ≤ P2. (10b)

Similar to the proof of Proposition 1 in [7], given pa the optimal

w2 can be parametrized as in (6).

The following proposition allows us to reduce the search space

to only two parameters.

Proposition 3. The set of parameters that attains the maximum

(α, P
(1)
1 , P

(2)
1 , pa, pb,w1,w2) in (3) satisfies constraint (3c)

with equality if ||htt|| > |h11|.
Proof: We divide the proof in different cases and show each

of them by contradiction.

a) pa > 0: Assume that the set of parameters that maxi-

mize (3a) yield

R
(1)
1 +R

(2)
1 > R⋆

1.

Then there exists p̃a < pa that yields a rate in the second phase

R̃
(2)
1 < R

(2)
1 such that

R
(1)
1 + R̃

(2)
1 > R⋆

1.

Now let p̃b = P2 − p̃a > pb. Without loss of generality we can

write

√
pbw2 =

√

p⊥b w⊥ +
√

p̂bŵ

where pb = p⊥b + p̂b, w⊥ is a unitary vector in an orthogonal

direction to h21, and ŵ is a unitary vector orthogonal to w⊥.

We can use the additional power p̃b − pb in the direction of w⊥

to obtain a higher rate R2 without increasing the interference at

the primary receiver (i.e. without violating (3c)). However, this

contradicts our assumption that the set of parameters solved the

optimization problem.

The preceding argument fails if h21 and h22 are collinear.

However, in this case we can proceed as in the proof of the first

part of Proposition 1.



b) pa = 0 and P
(1)
1 < P1

α
: Again assume that the set of

parameters that maximize (3a) yield

R1(α) = R
(1)
1 +R

(2)
1 > R⋆

1

where we have made explicit the dependency on α.

If (3b) is satisfied with equality then we can find P̃
(1)
1 > P

(1)
1

such that

α̃ =
R⋆

1

log(1 + |h11|2P̃ (1)
1 )

< α

is a valid duration for the first phase. Note that this function

defining α̃ is continuous in P̃
(1)
1 . Using Proposition 1 we can

write the power used by the primary transmitter in the second

phase as

P̃
(2)
2 =

P1 − α̃P̃
(1)
1

1− α̃

so that R1(α̃) is also continuous in α̃. Using continuity argu-

ments we see that we can choose a sufficiently small

P̃
(1)
1 − P

(1)
1 > 0

that yields a sufficiently small α − α̃ > 0 such that (3c) is still

satisfied. However, from Lemma 1 we know that the rate R2

is increased by having a longer second phase. Hence we have

again contradicted our initial statement.

The case where (3b) is a strict inequality is even simpler

because we can directly find α̃ < α such that constraint (3b)

is still satisfied and then use the same arguments as above.

c) pa = 0 and P
(1)
1 = P1

α
: Note that in this case R

(2)
1 = 0

so that for any R⋆
1 > 0 the primary receiver has to decode its

message based on the observation from the first phase alone.

If ||htt|| > |h11| then satisfying (3c) ensures that (3b) is also

satisfied. From Lemma 1 we know that in this case (with pa = 0,

pb = P2, and P
(2)
1 = 0) the largest secondary rate is obtained

when the second phase is longest, or equivalently when the first

phase is shortest. Clearly, this implies that R
(1)
1 = R⋆

1.

V. NUMERICAL EVALUATION

A. Geometrical Model

To present our results we will use the simple geometrical

model in Fig. 2 in which the different nodes are placed on

a plane. The relative positioning of the nodes is summarized

by the distance between each pair of nodes. Using the distance

di,j between two nodes we model the block flat fading channel

coefficient between them as

hij =
1

√

dpi,j

h̃ij (11)

where p is the path loss exponent and h̃ij ∼ CN (0, 1). In the

case of channel vectors each of the coefficients is independently

modelled as in (11).

For convenience we normalize all distances with respect to

the distance between the primary users (i.e. d11 = 1). We will

consider the square surface {(x, y) : x ∈ [0, 1], y ∈ [0, 1]} and

vary the position of the secondary nodes (relative to the primary

PTX

STX

PRX

SRX

d11

d12

d21

d22

dtt

Fig. 2. Geometrical model.

nodes) over a regular square grid of size 11 × 11. That is, we

will move the secondary transmitter and receiver over this grid,

always parallel to the primary user pair (as in Fig. 2), while the

primary transmitter and receiver will be fixed at positions (0, 0.5)
and (1, 0.5), respectively. All our results consider d22 = 1/4
while the remaining distances d12, d21, and dtt vary as described

before. This models a secondary middle-range communication in

the presence of primary users.

B. Numerical Results

We now compare the overlay strategy introduced in Sec-

tion III-A for the extended cognitive radio channel to the

underlay strategy from [7], which is based on beamforming

and rate splitting at the secondary transmitter and interference

decoding at the secondary receiver, whenever possible.

We have chosen P1 = 10 dB, P2 = 5 dB (relative to a unit

noise variance, as described in Section II-B), N = 2 antennas

at the secondary transmitter, and path loss exponent p = 3.

The primary system has a target rate R⋆
1 which corresponds to

75% of its point-to-point Shannon capacity. Each operating point

represents the average behaviour over 104 random samples.

Figure 3 shows that for most of the square region the overlay

system yields more frequently a higher instantaneous rate than

the underlay system. The exception to this is the area where the

distance between transmitters dtt roughly exceeds the distance

between primary users d11. The reason is simple: the secondary

user cannot transmit until it has decoded the message or the

primary users have finished their communication. This waiting

time can be quite large for these positions (i.e. α ≈ 1)

thus lowering the rate obtained by secondary overlay users. In

contrast, an underlay system can transmit from the beginning

just taking into account the induced interference.

Rather surprisingly, having the transmitters collocated does not

give the overlay system its largest advantage over the underlay

system. Note that in this case for low and moderate values of d12
the interference at the secondary receiver can be quite large. This

does not affect the overlay system because it can pre-cancel the

interference using dirty paper coding. In addition, the learning

phase is often quite short making this the ideal scenario for the

overlay system. However, the underlay approach can increase

its rate as well by exploiting the strong interference using rate

splitting and successive decoding. We have observed that if the

underlay scheme does not implement such functionalities the

picture changes dramatically: in that case the overlay system

obtains the largest gains compared to the underlay one when the

two transmitters are collocated, as one would expect.
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realizations that yield a larger instantaneous overlay rate for secondary nodes
distributed according to the grid.
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Figure 4 shows the average gain obtained by using the overlay

strategy when compared to the underlay, measured as the ratio

of average rates Roverlay/Runderlay. As in the previous case, the

overlay system exhibits an advantage for most of the region

(except when the transmitters are farthest apart). However, the

gain is not so large, only up to 15% higher average rate.

Apparently, the loss in rate due to the initial (i.e. learning)

phase is quite considerable. This brings the performance much

closer to that of an underlay system that combats the interference

created by the primary by deploying rate splitting and successive

decoding as the one in [7]. This is in contrast to the ideal case

in which the secondary transmitter has non-causal knowledge

of the primary message [12]. In that case gains over 50% for

similar operating conditions were possible.

VI. CONCLUSION

In this paper we have studied overlay cognitive radio channels

that include a learning phase in which the secondary transmitter

gains knowledge of the primary message. First, we have designed

a transmission strategy for such channels based on decode–and–

forward principles that combines private communication with

selfless relaying of the primary message to mitigate the interfer-

ence created. Then we have found the choice of parameters that

maximizes the secondary rate while ensuring a minimum rate

for the primary users.

Finally, we have compared our design to an underlay system

whose interaction with the primary users is restricted to control-

ling the interference it induces on them. We have observed that,

although superior in most cases, the overlay approach suffers

a significant rate loss due to the learning phase. We have also

seen that cleverly designed underlay systems can approach the

performance of the overlay scheme by employing interference

decoding methods.
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