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ABSTRACT

The task of properly modelling the physical (PHY) layer
constitutes the most challenging endeavor in wireless net-
works simulation. Unfortunately, today, the majority of the
wireless sensor network (WSN) simulators consider a sim-
ple model for the PHY frame reception, which does not
account for emerging research on the frame capture (FC)
effect. In this paper, we present enhancements for the PHY
layer model for the IEEE 802.15.4 standard employed in
the MiXiM framework, to account for the FC effect within
WSN-based simulations. These improvements are as fol-
lows: i) proposal of a formulation for the PHY layer packet
reception based on a reliability concept, identified as the
Enhanced Reliability Decision Algorithm, which guarantees
the delivery of a packet received by the PHY layer to the
medium access control (MAC) layer, with a certain value
for the reliability (0.9 and 0.99); ii) different frame overlap-
ping scenarios, and iii) different values for the thresholds to
decide frame recovery. The work includes the description,
implementation and performance evaluation of the proposed
decision algorithm, jointly with the FC effect, in the MiXiM
framework simulator, for basic MAC and scheduled channel
polling (SCP) MAC protocols. Based on the simulation re-
sults, the proposed approach can significantly improve sim-
ulation accuracy and provide a PHY decision algorithm that
guarantees, with a certain reliability, the delivery of frames
to the MAC layer.

Categories and Subject Descriptors

1.6.6 [Simulation of communication networks]: Simu-
lation output Analysis; 1.7 [Integration with other sim-
ulation tools]: Miscellaneous

General Terms
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1. INTRODUCTION

The frame capture (FC) effect occurs at the physical (PHY)
layer, under some conditions, when two (or more) signal
transmissions spatially and temporally overlap at a receiver.
The simultaneous detection of two frames at a receiver is
generally regarded as a collision. Although this is theo-
retically true, in the last years, the work from some re-
searchers [12, 4] has shown that this assumption is not ab-
solutely true. Under certain channel conditions and cir-
cumstances, the FC effect occurs when the strongest signal
causes the other signals to be treated as noise (or interfer-
ence) whilst being filtered out by the receiver. As a conse-
quence, a packet is received even though a collision has oc-
curred due to concurrent transmissions [12]. This effect ne-
glects the assumption of “collision as failure” in which packet
collisions leads to packets corruption. This assumption is
commonly accepted in simulations [17] and research on col-
lision avoidance schemes [13]. To the best of our knowl-
edge, even though the FC effect has been mentioned and
observed in a wide variety of radio transceivers, including
IEEE 802.11, Bluetooth radio and cellular systems, in the
literature, the availability of simulators that support this ef-
fect for the IEEE 802.15.4 standard is scarce. In this work
the objectives are twofold: implement and integrate the FC
effect in the MiXiM framework for an IEEE 802.15.4 PHY
layer jointly with a new PHY layer packet reception formula-
tion. The formulation is based on a reliability concept, iden-
tified as the Enhanced Reliability Decision algorithm which
accounts the signal-to-noise-plus-interference ratio (SNIR)
and the size of the packet with a certain reliability, §={0.9;
0.99}.

The remainder of this paper is organized as follows. Sec-
tion 2 addresses the related work for the impact of FC on
the performance of common networking protocols that com-
ply with IEEE 802.11 and 802.15.4 standards. Section 3
describes the FC effect concept, namely the work principles,
main causes and overlapping regions to be considered in the
implementation. Additionally, a brief discussion about cur-
rent wireless networks simulators with the FC effect is car-
ried out. Section 4 describes the implementation of the FC
effect as well as the Enhanced Reliability Decision algorithm



in the MiXiM framework. Section 5 defines a simulation
scenario for wireless sensor networks (WSNs) with the FC
effect feature. Section 5 also addresses simulations that have
been carried out to show the impact on the performance and
gains between the proposed Enhanced Reliability Decision
algorithm (for different values of reliability) with FC and the
default decider algorithm, for a simple medium acces control
(MAC) and scheduled channel polling (SCP) MAC [18] pro-
tocols for the probability of success and throughput metrics
using the MiXiM framework. Finally, Section 6 gathers the
main contributions and results from the paper and presents
suggestions for further research.

2. RELATED WORK

To the best of our knowledge, even though the frame cap-
ture effect has been mentioned and observed in a wide vari-
ety of radio transceivers, in the literature, the availability of
simulators that support this effect and are compliant with
the TEEE 802.15.4 standard is scarce. Several works have
addressed the impact of FC on the performance of common
networking protocols. The authors from [3] refer to FC as
PHY layer capture, and conclude that this effect is larger
at lower bit rates, by means of simulations in QualNet (to
support their conclusions). The authors from [11] performed
the most complete real-world experiments, investigating the
behaviour of FC in detail, while adding more information to
the FC notion. These authors have discovered that, apart
from the SNIR, the arrival time of the frames is also impor-
tant, i.e., to decide whether a frame can be captured or not.
They have introduced the notion of different regions, where
the overlapping of frames can occur. Even though this work
has been entirely developed for the IEEE 802.11a standard,
it can be considered as a solid basis to extract useful insights
to guide the implementation of the FC in an IEEE 802.15.4
compliant PHY layer. In [4], the authors have sought to de-
termine the best way to use multiple receivers in a single-hop
network cluster whilst comparing the advantages of receivers
on multiple channels, with the enhancement in the capture
effect when multiple receivers are on the same channel. The
work on IEEE 802.11a from [11] is considered by the au-
thors [4] while considering the Shuffle link-layer protocol,
which enables to reorder and schedule packet transmissions
to take advantage of the message-in-message (MIM) capa-
bilities of some wireless cards.

3. FRAME CAPTURE EFFECT

This section describes in detail the frame capture con-
cept. The principles of the FC concept, as well as the main
reasons for it to occur are presented and described. The
different frame overlapping regions considered for the pro-
posed integration in MiXiM framework are also described.
Additionally, an outline of the state-of-the-art in terms of
implementation of the FC effect in the WSN simulators is
also given.

3.1 Work Principles

It is worthwhile to understand how the frame capture
deals with two (or more) interfering signals at the hardware
level. There is not a clear explanation on how the interfering
signals are handled at the PHY layer with FC implemented.
Therefore, a clear description of the FC behaviour is in or-
der, as it gives insights on how to implement the FC effect
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in a simulation framework. Frame capture can occur in dif-
ferent overlapping regions. Many variables may influence
the receiver behaviour and therefore the possible occurrence
of a collision. Besides, there are thresholds involved in the
decisions for accepting frames when FC is enabled.

If two or more frames are being transmitted “simultane-
ously” or are overlapping each other, the following factors
should be taken into account:

e Received signal strength indicator (RSSI) - One
of the two signals has to be sufficiently stronger than
the other one in order the receiver to be able to decode
it, even if a weaker interfering signal is present;

e Frame time arrival - The time interval between two
(or more) interfering frames is very important. De-
pending on the time of arrival (ToA) of the interfering
signal and the beginning of the overlapping region, this
will correspond to different sections of the frame;

e Chipset manufacturer - Depending on the frame
time arrival and the chipset manufacturer, different
conditions should be met in order the FC to work.
The CC2420 [2, 5] can capture the stronger frame even
after the reception of the weaker frame’s preamble (i.e.,
there is independence between the ToA of the frames.

In this work, we consider a network composed by nodes that
move randomly and operate with different MAC protocols.
Therefore, we intend to study the worst case scenarios, when
nodes transmit overlapping packets. In such regions, the
characteristics of FC effect in IEEE 802.15.4 is going to be
investigated and implemented in the MiXiM [15] simulation
framework which considers an offset quadrature phase-shift
keying (OQPSK) modulation format with direct-sequence
spread spectrum (DSSS).

3.2 Main Causes

In the context of the MAC protocols in the absence of an
RTS/CTS scheme (broadcast traffic is considered), nodes
are less aware of the surrounding traffic as well as of the
transmissions of their neighbouring nodes. This leads to pos-
sible hidden terminals among nodes. Other MAC protocols,
such as the SCP-MAC [18], do not consider the traditional
CSMA/CA avoidance mechanism. Rather, they consider a
double contention window mechanism with a preamble be-
tween both contention windows, which is sent by the nodes
that won the first contention window. Two types of colli-
sion may occur. First, preamble collisions occur when nodes
choose the same time slot in the first contention window, to
simultaneously perform carrier sense (CS) and initiate the
transmission of the preamble. Second, data packet collisions
occur when the nodes that won the first contention window
gain access to the second contention window and start simul-
taneously transmitting the data packet in the second con-
tention window. In this protocol, the data is only lost when
data packet collisions occur. The occurrence of a preamble
collision does not mean an effective data packet loss.

3.3 Frame Capture Regions

Based in the literature [11, 3, 5] and the experience ac-
quired during the implementation of the FC effect in the
MiXiM framework simulator [4, 11], two sets of interference
regions can be defined. The former considers the relevant



scenarios in which a maximum of two frames (the interfer-
ing and the desired ones) reach almost simultaneously the
receiver. The latter addresses the cases with more than one
interfering frame overlapping the desired signal whilst con-
sidering the same regions. One assumes that the strongest
frame is always the desired one, since the content of the
frames cannot be used to distinguish them. Receiving the
strongest frame is a good decision in these cases because
a strong SNIR corresponds to a low bit error rate (BER)
which, in turn, leads to a higher conditional frame capture
probability (CFCP). Hence, it is reasonable to assume that
the objective of a node with the FC feature enabled is to
receive always the strongest frame.

The authors from [5] present an extension of the work
from [17] where they continue the initial work of the char-
acterization of the FC effect with the CC1100 transceiver
whilst expanding the analysis in order to include a general
model to predict FC gains. Since in our work we intend to
consider the CC2420 radio transceiver, for the sake of sim-
plicity, only three main sections are considered: i) a pream-
ble, ii) a sync word, and iii) a data field. Depending on the
section of the frame that suffers collision, the packet success
rate (PSR) differs. Considering this packet format there are
five possible collision scenarios. Due to the lack of space we
only present a diagram for the FC regions with more than
one interfering frame. Nonetheless, the scenarios with one
interfering frame are included in the abovementioned dia-
gram, as shown in Figure 1.

The authors from [11] show the different FC regions with
different timing and signal SIR situations for the Atheros
chipsets. In their work the following assumption is consid-
ered: The receiver “locks” onto a frame if it has received
the respective preamble and it is currently in the phase of
demodulation and reception of that frame. From this point
forward, the receiver considers all the remaining frames in
the medium as noise and ignores the interference.

Even tough the work from [11] is targeted to the IEEE
802.11a, insights can be extracted. The values of signal to
interference ratio (SIR) proposed for the IEEE 802.11a with
the FC feature are considered for the FC feature implemen-
tation in the MiXiM framework as a starting point, whilst
considering an IEEE 802.15.4 compliant PHY layer.

In the classification of the overlapping regions [11], a dis-
tinction is made between the nodes. The sender is the node
transmitting the desired frame while the other nodes are
named interferers.

In the work from [4], the authors made experiments for the
same overlapping regions with the CC1100 radio transceiver,
which is similar to the one used in our simulations (i.e.,
(C(C2420). However, the former one is not IEEE 802.15.4
compliant and has a maximum bit rate lower than one from
CC2420. Moreover, the modulation schemes are different
for each one of the radios. Hence, even tough the radio
transceivers are not the same, the insights that can be ex-
tracted have also been considered to implement the FC fea-
ture in the MiXiM framework, considering the CC2420 radio
transceiver.

In Figure 1 interfering packets that are numbered from
1 to k are simultaneously transmitted. This way, the PHY
layer presents a more robust behaviour if a higher number
of interfering packets are transmitted.

The time intervals @1, @2 and 3 presented in Figure 1
are given in seconds and are defined as ¢1=¢3=0.01 s and
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Figure 1: Frame capture regions with more than one
interfering frame.

p2=0.001 s. Table 1 presents the ToA (time instant when
the receivers initiates the reception of the packet). Since
with more than one interferer regions 4 and 5 are different
in the sense how the interfering signals overlap the desired
packet, the notion of time of ending (ToE) has to be intro-
duced and is also presented in Table 1. The ToE is defined
as the time instant when a packet ends. For regions 1, 2
and 3 the first packet to arrive at the receiver is the desired
one, while in regions 4 and 5 the desired signal arrives af-
ter the interfering signal. For all the regions is assumed the
time instant when the desired signal is transmitted as a time
reference to initiate the transmission of the interfering sig-
nals. Table 1 presents the ToA and ToE time instants of the
desidered and interfering frames that we consider to induce
the different overlapping regions in the simulator.

From the analysis of these overlapping sections the re-
ceiver signal falls into one of the following three cases: the
receiver 1) receives the first received signal, ii) discards the
first signal and receives the second signal, or iii) discards all
packets due to excessive interference.

3.4 Frame Capture Effect in Simulators

The FC effect behaviour has been fairly documented for
IEEE 802.11a and IEEE 802.11p wireless communication
systems. However, it is not a common feature in many wire-
less network simulators yet, namely WSN simulators. There



Table 1: ToA and ToE time instants of the interfer-
ing signals.

Collision 1°% interfering 2oy k1
Region packet interfering packet
1 ToA1, = TOAlb = tpreamble+
tpreamble + tsync + 1 tsync + ©1 + Y2
2 TOAQa = TOAQb =
tpreamble + Q1 tpreamble + 1 + @3
3 TOASa — TOApacket TOASb - TOApacket
TOE4 =
4 tpreamble + tsync Tods =gz
5 T0E5 = tpreamble T0A5 = @3

are some simulators that try and simulate this effect, such
as the ones for infrastructured networks (not for mobile or
ad-hoc ones), or it is implemented in a way that does not re-
flect all possible scenarios identified by the authors from [11].
In the current work, the intention is to implement the vari-
ous scenarios presented in Figure 1 (i.e., with the presence
of one or k interfering frames). QualNet, ns-2 [8], yet an-
other network simulator (YANS) [10] and ns-3 [14] have the
FC feature implemented on them. However, the latter is
intended only for the IEEE 802.11 standard, while the for-
mer one is only available commercially. In light of these
facts, there is a lack of availability of simulators dedicated
to WSNs with the FC feature implemented in them. The
majority of the simulators does not include this feature or it
only covers some frame capture effect scenarios. Most of the
simulators present fairly accurate methods for BER compu-
tation, although they only consider additive white Gaussian
noise (AWGN) channels. Moreover, unlike some mentioned
simulators, the MiXiM framework allows for choosing a dif-
ferent channel model (besides the AWGN model), such as
the Rayleigh channel model. Since OMNeT++ is the elected
simulator in our research group and there is no FC feature
available in it, this work also aims at extending the MiXiM
framework [9] in order to support the FC feature with the
modulation schemes of the IEEE 802.15.4 standard.

4. IMPLEMENTATION OF THE FRAME
CAPTURE EFFECT IN MIXIM

In this section we introduce an overview of the PHY layer
as well as the description of behaviour from the default De-
cider and the new Enhanced Reliability Decision algorithm
implemented in the MiXiM framework. In addition, de-
tails concerning the implementation of the FC effect in the
MiXiM framework along with the FC decision thresholds are
also given.

4.1 Physical Layer and Decision on Frames

The main objective of the PHY layer in MiXiM is to send
and receive frames, applying the channel effects, by mod-
elling, collision detection and bit error computation. The
following description applies to the current, unmodified im-
plementation of MiXiM PHY layer [9], without any modifi-
cations required to support the FC.

Different modules make part of the PHY layer of the
MiXiM framework, as described in the work from [9]. How-
ever, the one that is responsible for the acceptance or rejec-
tion of frames is the Decider, as depicted in Figure 2.
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Figure 2: MiXiM PHY layer diagram (extracted
from [16], Figure 2).

The Decider is the module responsible for evaluating whether

the AirFrame (i.e., is the notation given in MiXiM frame-
work to a frame) is received or not. In Figure 2, the Decider
evaluates the received Signals whilst calculating the BER,
which includes the distinction between the ones that are as-
sumed as interference and the ones that are assumed as the
desired signal.

( Calculate the SNIR mapping for the current frame )
T

v
(Compute the value of the BER for the SNIR interval)

(Compule the PER based on the BER and nBits of the packet block)

]

(Gencratc a random value from a uniform distribution Y=uniform (0,1))

............................................................

...........................................................
SUCCESS
Send the Frame to the MAC layer

Figure 3: Flow diagram for the default Decider of
the MiXiM PHY layer.

For more details regarding the SNIR mapping procedure
and other tasks for the IEEE 802.15.4 PHY layer of MiXiM
consult reference [9]. In Figure 3 is shown the default De-
cider procedures employed by PHY layer of MiXiM. The
receiver node decides if the packet is received or not as fol-
lows:

kThe receiver gets the list of all AirFrames that were
added to the Channellnfo object, in order to compute
all the required mappings for the SNIR computation;
Depending on the overlapping of frames, different in-
tervals can be identified as well as the mappings as-
sociated to each of the intervals. Suppose that the
receiver identifies five intervals when it gets the list
of all AirFrames; The receiver iterates all the five in-
tervals and calculates the corresponding value for the
BER for each interval and the given RSSI, noise and
SNIR mappings; The receiver verifies all the different
SNIR intervals of the packet and calculates the values
of PER based on the BER values. As the algorithm
moves from one iteration to another, if there is a higher
PER value than the randomly generated variable then
the packet is immediately discarded. Otherwise, is ac-
cepted.



Coding and error correction codes are not implemented
in the simulator yet. Therefore, the method for BER cal-
culation from the current Decider is maintained. In the de-
fault Decider implementation, the computation of the BER
is based on the IEEE 802.15.4 PHY layer [1]. The 2.4
GHz PHY specified for this standard uses a quasi-orthogonal
modulation scheme, where each symbol is represented by one
of 16 nearly orthogonal PN sequences (OQPSK-16). This
is a power-efficient modulation method that achieves low
signal-to-noise ratio (SNR) and signal-to-interference Ratio
(SIR). The BER is calculated by Equation 1, as follows:

g 1 g 16 )
_s 1 1k (20x SNIR x(%-1)
BER TRET RS 3:2 1 (k)e (1)

Equation 2 presents the packet success rate (PSR), which
is the probability that the frame has no errors, while nBits
is the length of the frame (in bits).

PSR = (1 — BER)"P=~1 (2)

Equation 3, allows for computing the packet error rate
(PER) for the entire packet:

PER = (1 - PSR) (3)

However, the way how the Decider evaluates if the section
of the packet is received with success (or not) needs to be
updated. The values of the PER against the uniformly dis-
tributed random variable (from the default Decider) does
not meet the FC requirements and acts as a “ blind” de-
cider agent. The Decider does not takes into account if the
conditions of the channel are the same or not. As so, a mod-
ification is needed aiming at meting the FC requirements.

4.2 Enhanced Reliability Decision algorithm

The default Decider implementation employs an algorithm,
that enables to decide if the frame is correctly decoded or
not. This algorithm performs the final decision of accept-
ing the packet or not, based on the comparison of a number
randomly generated with the value obtained for PER. Some
simulations have been performed considering the default De-
cider for the collision (frame capture) scenarios shown in
Figure 1 (but considering a single interfering frame) and
allowed for extracting the number of packets received with
success and the discarded packets along with the correspond-
ing values of the BER and PER. After plotting the PER as a
function of the SNIR for the successful and discarded pack-
ets, we concluded that, for the same PER (same BER and
packet length) the packet may be either received with suc-
cess or discarded. This occurs because the default Decider
acts like a “blind” decision algorithm that does not take into
account if the conditions are the same, i.e., equal value of
BER and packet length may cause the packet to be discarded
sometimes and other times to be accepted. Therefore, main-
taining the default Decider jointly with the implementation
of the FC effect would lead to unexpected results or even
worse results than with no FC feature implemented.

To sort this issue out the Enhanced Reliability Decision
algorithm is added to the implementation of the Decider,
even when the FC is not enabled.

The concept of reliability is defined for some applications
as the data integrity and the level of guarantee of all the in-
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formation sent by the transmitter that is accurately received
at the receiver [6]. The PHY layer in a digital communi-
cation system has to ensure that the transmitted bits are
reliably reconstructed at a target receiver. The reliability
at the PHY layer is characterized by metrics like the SNIR,
BER, symbol error rate (SER), PER, and outage probabil-
ity. Achievable delivery of packets for reliable communica-
tions that rely on the values of the BER for IEEE 802.15.4
may simply be used considering the alternating bit protocol
over a binary symmetric channel (BSC) channel. This relia-
bility guarantees a dependency between the desired reliabil-
ity and the values of the BER for a certain packet length [7].
Based on the Equations 2 and 3 for PSR and PER, the num-
ber of trials, ¢, needed to successfully transmit the packet
over the link can be approximated to a geometric random
variable X with the following probability mass function:

Pr|X =i] = PSR(nBits)-PER(nBits)"~"5") i ¢ N (4)

and the following cumulative distribution function [7]:

F(k) = Pr[X <i] =) _Pr[X =i] =1 - PER(nBits)"

i=1
(5)
where k € N. If the aim is to guarantee a certain delivery
probability ¢ € [0;1], the PHY layer may define the mini-
mum number of trials, k*, to successfully send the packet
to the receiver with a probability whose value is at least §
(N.B. ¢ is the reliability). The value of k* is also directly
proportional to the energy consumption, and is given by:

E* = F'(8) = min{k € N: F(k) < &} (6)

Conceptually, k™ is the §-quantile of the random variable
X. After some manipulation, one obtains:

log(1 —0) —‘ 7

k= Log(PER(nBits))

where the [ ] represents the ceiling function. The number of
trials, k™, is represented in Figure 4 as a function of the BER
for packets lengths nBits = 64 and 336 bits. Two different
values are considered for the reliability (d), 61 = 0.9 and
02 = 0.99. The plot presented in Figure 4 does not consider
the ceiling function from Equation 7.

Figure 4 shows that for relaxed reliability requirements
(i.e., 61 = 0.9) and moderate-to-high bit error rates, in the
range [1075, 10™%], the system wastes significantly less en-
ergy than for a more demanding reliability with d2 = 0.99.
With 6; = 0.9 the number of trials £* needed to correctly de-
liver a packet is higher for higher packet lengths, as the value
of the BER increases. If the value of the reliability is aug-
mented (42 = 0.99) the number of trials needed to correctly
deliver a packet is always higher than for §; = 0.9, with
packet lengths of 64 and 336 bits, as shown in Figure 4. Be-
low a BER of approximately 10~*, for the considered packet
lengths, the channel quality is already appropriate enough to
successfully transmit the packet at the first trial while guar-
anteeing the target reliability bounds. Therefore, we define
that & < k), 4., where k., ,»=1 is the maximum number of
trials to ensure that the packet is delivered with a certain
reliability, . The proposed reliability concept [7] is included
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Figure 4: Minimum number of trials, k*, as a func-
tion of the BER for § € {0.9;0.99} and nBits € {64;336}
bits.

in the new implementation of the Decider in order to make
a proper decision algorithm, which establishes whether the
packet is received with success or not. The algorithm is
implemented in MiXiM and we considered the two above-
mentioned values for the reliability, 1 = 0.9 and d2 = 0.99.
However, other reliability values can be considered. The al-
gorithm utilizes the Equation 7 to decide if the packet is
received with success, which occurs if the condition k* <1
is verified. Otherwise, if k* > 1, the packet is discarded.

processSignalEnd()

i Lockedto Discard Immediately H
: this frame? - :
H Yes Continue H

-

/
I (Calculatc SNIR mapping of current framc)

wyjriose uogspe(] AN[iqerdy padueyuy

(C_Compute BER value of SNIR interval )

(Computes PER for BER value and nBits of the packet blnck)

1]
Computes number of k* trials for BER value,
nBits of the packet block, and reliability o
¥

q FAILURE (send error msg to MAC layi er)
k* trials <17
H Yessa (More SNIR intervals to analyze?)

tasmssmssEEsEEssEEEEEsEEEREEEssEsssEssssssssssssssssEEEEE .

\ Yes No SUCCESS
\ Send the Frame to the MAC layer/l

Figure 5: Upgraded “processSignalEnd()” method
in MiXiM with Enhanced Reliability Decider.

For the sake of simplicity more details concerning the dif-
ferent methods considered in the source code of the MiXiM
framework are described in [16]. The reliability decision al-
gorithm implemented in the MiXiM framework is presented
in Figure 5, and is as follows:

2 When a frame is received in the processNewSignal()
method, the SNIR mapping is determined for the frame
that is considered as the desired one;

2. After determining the SNIR mappings corresponding
to the different overlapping zones of the desired frame,
the value of BER is computed for this specific SNIR
interval and with a given block length of nBits, which
in turn calculates the value of PER,;

3. Based on the PER value, block length and a certain re-
liability, d, it computes the number of trials, k*, needed
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to successfully decode this block of nBits;

4. After the algorithm checks whether the required num-
ber of trials, for a specific value of the PER, is lower or
equal to one (i.e., k* < 1). If so, the algorithm checks
if there are more SNIR intervals to be analyzed. Oth-
erwise, the frame is immediately discarded;

5. Finally, the algorithm checks if there is more SNIR
intervals to be analyzed. If so, it repeats all the steps
described above. Otherwise, the frame is decoded with
success and it is sent up to the MAC layer.

processNewSignal()

(check signal power level against receiver sensitivity)

continue ) ( discard 1mmediately)

",
M

Number of frames received )
1l 2l >zl
. mark stronger frame as the add frame as
(contmue) current frame and weaker frame| \__interference
as the interfering one
choose collision region return notAgain
based on the ToA and RSSI) \|has nextHandleTime)
T L e e O T T T

return signalStartTime+ preamble time as
nextHandleTime

Figure 6: Upgraded “processNewSignal()” method.
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“processSignalHeader()”

Figures 5, 6 and 7 present a simplified representation of
the overall behaviour of the Decider with the FC capability.
The implementation was added in all the three functions
of the Decider that process the frame at different points
in time, during its reception. These functions are the pro-
cessNewSignal(), processSignalHeader() and processSignal-
End() ones and are located in the Decider80215/Narrow:
:processSignal() module. The description of the enhanced
Decider with FC capabilities has some parts that have been

omitted, because their are the ones that have not been changed.

Also, some modifications have been made at the function



getSignalState() from the BaseDecider module. This func-
tion was updated in order to handle two or more frames,
so that the remaining ones are not considered as interfering
frames anymore.

4.3 Frame Capture Decision Thresholds

From all the literature and research works we concluded
that, depending on the current state of the receiver as well
as the current state of the interference, there can be multiple
SNIR capture decision thresholds in which a newly arriving
frame must attain in order to enable the receiver to start
decoding it.

The thresholds considered for our performance evuation
are based on simulation experiments and the observed be-
haviour from the works in [4, 12]. In the first set of simula-
tions performed with the FC feature, the considered thresh-
olds were the same as the ones applied to IEEE 802.11a
in the work from the authors of [12]. In the second set of
simulations, the FC thresholds were based on the behaviour
observed from the curves of Figure 3 from the work of [4]. In
the second set of simulations the thresholds are lower than
the ones from [12]. Then, based on the conducted simula-
tions, it is possible to tune the thresholds in order to guar-
antee the maximum packet reception possible when consid-
ering one interfering frame. These thresholds are defined in
Figure 7 and summarized in Table 2. For the scenarios with
more than one interfering frame, these thresholds have been
maintained. Therefore, it should be kept in mind that these
thresholds do not always guarantee the maximum successful
packet reception in all the scenarios. Rather, the objective
of the FC is to increase the data packet success rate.

Table 2: SNIR thresholds for simulator.

Collision Region | SNIR Threshold [dBm]
1 -0.3
2 0
3 -3
4 -0.3
5 0

5.  PERFORMANCE EVALUATION

In order to test the FC effect and the Enhanced Reliabil-
ity Decision algorithm we implemented them in the MiXiM
framework. To properly evaluate the FC feature with the
new decision algorithm, a performance comparison must
be performed between the Decider with the FC enabled
and disabled for the considered collision regions. The FC
has certainly a significant effect on the throughput. If a
frame is captured, a collision no longer necessarily means
loss of capacity. FC always occurs during a collision (i.e.,
the transceiver is able to capture a frame in favour of a
weaker frame). Hence, any scenario where many collisions
occur is interesting for analysis. Therefore, all the simulated
scenarios induce collisions, to better evaluate the FC effect.
The intention is to show by means of simulations that FC
has a considerable impact on the performance of networks
with broadcast traffic.

5.1 Simulation Scenario

In the simulations, the IEEE 802.15.4 outdoor channel
model is considered, which considers fast fading and shad-
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owing effects. The node topology represents a tight cluster
of dense deployed wireless motes, which is a worst-case situ-
ation in terms of collisions. We assume that the sensor nodes
have random positioning mobility by means of the random
Waypoint mobility algorithm repeated each mobility inter-
val, Mintervai- The reason for applying this type of mobility
model to the nodes is the need to vary the RSSI from the re-
ceiver node. In the MiXiM framework, the RSSI of a frame
sent by a node varies depending on the distance to the re-
ceiver node. Nodes are deployed using a 2D Poisson process
on a 80 x 80 m? area (i.e., z, y € [0,80] m). The number of
contending nodes is kept constant during the simulations, in
order to properly evaluate the effective data packet delivery.
There is only one sink node while the remaining ones are
sources (and send broadcast packets).

For each deployment with n contending nodes, a set of
6 seeds has been chosen for the random number generator
(which has six degrees of freedom). Each simulation takes
100000 seconds of simulation time, corresponding to 19998
attempts of transmitting frames for each seed. The remain-
ing simulation parameters are summarized in Table 3.

Table 3: Simulation parameters.

Description Symbol Value
Data rate R 250 kb/s
Mobility interval Minterval 3s
Simulation time T 100000 s
Packet length Laata 50 bytes
Maximum number of trials kras 1
Thermal Noise No -110 dBm
Sensitivity Simin -94 dBm
Transmission power Piz 1 mW
Frame generation interval | tgenerate_data 5s

In this set of FC simulations, the Texas Instruments CC
2420 low-power radio transceiver is considered. Each time
the application layer generates a frame, it only transmits
the frame after the node has chosen a new position in the
simulation area. Radio switching times have been omitted,
i.e., a receiving radio can switch between the sending and
receiving mode instantly.

5.2 Results for the Default Decider with FC

To compare the default algorithm from the Decider with
the new Enhanced Reliability Decision algorithm with FC
we ran simulations in order to plot the normalized SNIR
histogram distributions for the MiXiM Decider default im-
plementation under the five collision regions (1 to 5). We
observed that the SNIR turning point (to initiate always
receiving the packets successfully) differs depending on the
Collision Region. The values of the SNIR turning point are
summarized in Table 4. We also concluded that there are
more packets received with errors than with success. With
the default Decider implementation, there is a critical zone
in which, for the same values of SNIR the packet is received
either with no errors or with errors. This critical zone varies
depending on the collision region and is summarized in Ta-
ble 4. In addition, Table 4 presents the SNIR intervals for
the packets that are received with success and failure zones.

The existence of the critical zone is due to the random
comparison that is performed in the default Decider imple-
mentation. Apart from the value of the SNIR, the final



Table 4: SNIR distribution for the default MiXiM
Decider for different collision regions.

SNIR interval for

Collision | Critical Success Failure
region | zone [dB] | zone [dB] | zone [dB]

1 [-2; 0] >0 <-2

2 [2;0.5] >05 <2

3 - >0 <0

4 -3; 0 >0 <-3

5 -8; 0 >0 <-8

decision on successfully decoding the packet depends on the
comparison with a random number, which is not so effective.

1k
0.81 1
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Figure 8: PSR as a function of SNIR for collision
regions (1 to 5) of the default Decider.

Figure 8 presents the PSR as a function of SNIR was also
evaluated with the default Decider implementation for the
different collision regions. It can be observed in Figure 8
that, in all the collision regions, the PSR achieves the max-
imum value for SNIRs values higher than about 0 dB. By
comparing each of the collision region, one considers that
Collision Region 3 (green line) is the one that presents a
non-null PSR for a SNIR of around -2 dB. This happens be-
cause this region corresponds to the full packet overlapping
case. Since there are more bits of the packet being over-
lapped, the required SNIR to obtain a non-null PSR must
be higher than in the other collision regions. The values of
the required SNIR to achieve a non-null PSR are summa-
rized in Table 5 for the remaining collision regions.

Table 5: Values of the SNIR for a non-null PSR.

Collision Region | SNIR [dB]
i >4
2 >43
3 >-2
1 >6
5 >-6

5.3 Results for the Enhanced Decider with FC

After implementing the reliability decision algorithm as
well as the FC feature in the MiXiM framework, the imple-
mentation of the enhanced Decider was verified by means
of simulations. The intention is to show the advantages of
considering a PHY layer with FC capabilities jointly with
the Enhanced Reliability Decision algorithm.
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Figure 9: Probability of success, Ps, as a function of
the number of interfering nodes, N, for (41 = 0.9).

Figure 9 shows the variation of the probability of success,
Pg, within the number of interfering nodes, for each of the
collision region when the FC effect is enabled or disabled.
A reliability of 6 = §; = 0.9 is considered. By comparing
the curves, one can conclude that for N < 8, FC leads to
higher values of the PSR in all the collision regions. It is also
shown that for N < 8 interfering nodes there is no advantage
of using FC. The collision regions evaluated in this work,
are always the worst possible cases because the interfering
frames overlap the desired packet for almost 95 % of the
section. All the cases whose overlap is less than the ones
studied in this work will present higher values for the PSR
when FC is enabled, even for higher number of interfering
nodes. The collision region that presents the highest values
for the PSR (in average) is the Collision Region 3 (blue
lines), while the one that presents the lowest PSR values (in
average) are the Collision Regions 1 or 4 (black lines). One
can also conclude from Figure 9 that, for all collision regions,
the values for the PSR decrease sharply as N increases up
to eight interfering nodes. For a number of interfering nodes
higher or equal than eight, the value of the PSR decreases
at a slow rate as the interfering nodes increases.

To measure the gains achieved when using a PHY layer
with FC enabled the mean absolute error (MAE) for the
different collision regions was calculated (for a value of the
reliability 6 = 01 = 0.9). The highest gain achieved with
FC enabled is about 38 % in the Collision Regions 1 or 4.
In the Collision Region 3 the highest achieved value for is
21 %, while for the Collision Regions 2 or 5 the highest value
is 30 %. All these values for the MAE are compared with
the Decider in which the FC effect feature is disabled, but
the reliability decision algorithm is maintained.

The values presented before are the absolute values of the
gain, and may not reflect the negative gains (i.e., loss) that
the use of the FC presents when N > 8. The use of the FC
effect in Collision Regions 1, 2, 4 and 5, N € {8,10}, leads
to a negative gain of 5 %, while, for N = 20, it leads to a
negative gain of 10 %. The negative gain means that the
employment of the FC effect in a specific situation is not
advantageous, which leads to performance losses. Only in
the Collision Region 3 there is a positive gain of about 5 %,
for N € {8,10}, and 3 %, for N = 20. Table 6 presents a
summary of the comparison for the average gains between
the cases when FC is enabled and disabled.

In Table 6 there is a distinction between the absolute and
the non absolute values. The former are based on the val-



Table 6: Average gains (G,) between the cases of
FC feature enabled and disabled.

Gain (G,) [%]
Collision Absolute Non Absolute
region absolute | (N < 38)
1 and 4 13.39 9.85 17.43
3 9.21 9.21 11.33
2 and 5 12.46 8.06 15.39

ues of the MAE (in which the gains are always positive).
The latter are based on the difference of the probability of
success between the cases when the FC is enabled and dis-
abled (in which the gains can be either positive or negative).
However, the last column of Table 6 only refers to the av-
erage gain for each collision region when N < 8 (in which
FC is advantageous). For Collision Region 3 the use FC ef-
fect is always advantageous. After evaluating the PSR for
different collision regions with and with no FC feature, the
influence of the reliability on the probability of success was
analized. In this analysis, the Collision Region 3 was consid-
ered, because it is the region in which the interfering frame
completely overlaps the desired signal, becoming the worst
possible scenario. All other collision regions, presenting a
lower packet overlapping percentage, will result in higher
values for the PSR. Figure 10 presents the variation of the
probability of success for the Collision Region 3, with the
FC effect enabled and disabled, with § € {0.9,0.99}.

SFC(5,=0.9)

=N\ 10 FC (8,=0.9)

08t * ~FC(8,20.99) |

\ +-n0 FC (8,=0.99)

0.6 i
A

0.4 1

02 g |

01 23 45 810, 15 20

Figure 10: Probability of success as a function of
the number of interfering nodes, N, for the Collision
Region 3, with the FC effect enabled and disabled,
with (51 =0.9 and (52 = 0.99.

In Figure 10 the probability of success for a reliability of
0 = 61 = 0.9 is always higher than for § = d» = 0.99 (with
and with no FC enabled). This result is expected since, with
the increase of the reliability the minimum BER required to
accept a packet becomes higher. For § = d2 = 0.99 (blue
lines), the behaviour is similar to the case of § = 01 = 0.9, as
the number of interfering nodes increases. Moreover, for a
reliability of § = d2 = 0.99 the gains obtained from enabling
the FC feature are not so notorious as for 6 = §; = 0.9. With
0 = 02 = 0.99 (differently from considering lower values
of §), these values can be interpreted as approximately the
lowest (worst case) achievable probability of success when
considering a PHY layer with and with no FC.

A higher reliability means less packets received success-
fully. However, it guarantees that packets with lower BER
values are delivered at the MAC layer level.
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5.4 SCP-MAC Performance Evaluation

In the previous sections, the packet success ratio has been
evaluated in different collision regions, with and without en-
abling the FC feature for a basic MAC protocol without
any kind of CS or collision avoidance mechanism. There-
fore, simulations were conducted with the FC effect feature
enabled/disabled considering the SCP-MAC [18] protocol.
For the SCP-MAC, since the nodes are all synchronized, the
only possible overlapping region is the Collision Region 3
(interfering frames completely overlap the desired signal).

100p

-FC (5, =09)
-e-no FC (6, =0.9)
—FC (5, =0.99)
-=no FC (6, =0.99)
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Figure 11: Throughput of SCP-MAC when FC is
enabled and disabled with §; = 0.9 and 0> = 0.99.

Figure 11 presents the throughput obtained for the SCP-
MAC protocol as the number of transmitters, n, in the net-
work increases. These results consider the FC feature en-
abled and disabled, as well as reliabilities of 6 = §; = 0.9
and § = d2 = 0.99. Figure 11 shows that, for n > 2 when
the FC is enabled, the achieved throughput increases up to
10 %, compared with the achieved throughput when the FC
is not enabled. By comparing the achieved gains (when FC
is enabled) with the gains from Table 6 (for Collision Region
3), we conclude that the values are similar and consistent.

6. CONCLUSIONS

This work proposes the Enhanced Reliability Decision al-
gorithm for the IEEE 802.15.4 PHY layer and addresses the
implementation of the FC effect feature in the IEEE 802.15.4
compliant PHY layer from the MiXiM framework. The pro-
posed decision algorithm utilizes the SNIR and the length of
the packet to guarantee the delivery, to the MAC layer, of a
packet received at the PHY layer with a certain reliability.

It has been shown that enabling the FC effect leads to dif-
ferent delivery ratio gains (G ) for each one of the presented
regions. Collision regions 1 and 4 attain G,,=17.43 %, colli-
sion region 3 achieves values of G,,=11.33 % while collision
regions 2 and 5 attain values of G,,= 15.39 % for a maximum
number of eight interfering nodes. Collision region 3 is con-
sidered as the worst case possible (full frame overlapping),
in which the FC is always advantageous. The probability of
success (in the presence or absence of FC) is always higher
for a reliability of 61= 0.9 than for §o = 0.99. With the
increase of reliability, the minimum BER required to accept
a packet is higher than for lower values of the reliability.
Results are also presented for the SCP-MAC protocol, while
enabling the FC effect for different values of the reliability,
in which the only possible overlapping scenario is the col-
lision region 3. These results shown that, for n > 2 with
the FC effect enabled, the achieved throughput increases



around 10 % when compared to the case where the FC is
not enabled. By comparing the gains achieved (when FC is
enabled) with the gains presented in Table 6 for the colli-
sion region 3, one concludes that the values are similar and
consistent. Future work involves the real implementation of
the frame capture for newer radio transceivers.
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