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ABSTRACT
In wireless ad hoc networks, as an important technology,
power control is widely used to increase energy efficiency
and improve network throughput. Power control is com-
posed of two components: one component handles the prob-
lems caused by asymmetric channel; the other component is
responsible for selecting transmission power. In this paper,
we focus on transmission power selection for ad hoc networks
using 802.11 DCF MAC protocol.

In this paper, we model the network with power control in
joint with PHY layer and MAC layer. Then we prove that
in considering the noise, interference from other nodes and
packet length, it is NP-hard to obtain the optimal trans-
mission power for every node even if it knows the com-
plete knowledge of the network. After that, we propose two
heuristic transmission power selection algorithms, one for
energy-oriented power control and the other for throughput-
oriented power control, which are time efficiency and able to
improve the network performance largely. Finally, we evalu-
ate our algorithms under different topologies and in different
packet size. The results show that our algorithms can im-
prove the network performance largely when compared with
802.11 and traditional power control algorithms.
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1. INTRODUCTION
In recent years, wireless ad hoc networks have gained

tremendous attention due to their wide applications in civil-
ian and military and their capability of building networks
without the need for a pre-existing infrastructure. In ad hoc
networks, energy efficiency and throughput are two most
important metrics to evaluate its performance. To better
understand how the energy serves the MAC layer, energy ef-
ficiency is evaluated by the number of valid bits transmitted
successfully per Joule energy consumed, and throughput is
evaluated by the number of valid bits transmitted success-
fully by the network in a period of time, say 1s. In this
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paper, we say valid bits means that the payload bit of MAC
packet, which is similar to literature [1]. In Wireless Sensor
Networks (WSNs), the most important performance met-
ric is energy efficiency. While for some applications, such as
File Transport Protocol(FTP), voice and video applications,
throughput is more important than energy consumption.

1.1 Motivation
Power control is a technology that attempts to conserve

energy consumption and improve network throughput. In
MAC layer, power control can be mainly classified into energy-
oriented and throughput-oriented according to its applica-
tion context. The energy-oriented power control takes en-
ergy reduction as its main goal. While throughput-oriented
power control takes throughput increasing as its main goal.
Generally, power control is composed of two components no
matter what the objective is. One component deals with
the problems caused by asymmetric channel and the other
component is responsible for selecting transmission power.
In this paper, we focus on the latter component.

Transmission power selection is very important to improve
the performance of power control. Because of the intrinsic
nature of wireless channel, such as broadcast and high Bit-
Error-Rate (BER), power control may reduce the Signal-to-
Interference-and-Noise-Ratio (SINR) at the receiver largely.
A lower SINR results in a higher BER which will cause more
packet retransmission. And retransmission has a counter ef-
fect to the network performance. Thus, selecting an inap-
propriate transmission power may worsen the network per-
formance instead of improving it. For more detail, we take a
two-node topology as an example to show how an inappro-
priate transmission power worsens the network performance.

We use a set of typical numeric values. The distance
between S and D is 60m and current noise is 1.0e-10W(-
70dBm). The other parameters are discussed in Section 4.2.
Node S transmits using the minimum power which ensures
the packet will be received by node D in PHY layer, i.e.,
the signal power at node D equals to the receiving thresh-
old power. Therefore, SINR at node D is 4.46 and BER is
0.0014. Hence, a packet with 500 bytes (4000 bits) should
retransmit more than 270 times in average 1. While using
standard 802.11 protocol, the packet is just retransmitted
approximately once in average. Therefore, this power con-
trol protocol consumes 15 times energy in comparison with
802.11 protocol.

The scenario discussed above is the easiest one because
there is no interference from other nodes in this topology.
With the increase of node number, the problem of select-

1Here, we suppose the packet will be retransmitted until it
is received successfully.
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ing an appropriate transmission power becomes much more
complex. In this paper, we aim to solve this problem. Specif-
ically, our contributions are:

• We propose power control models for energy and through-
put oriented power control. Taking into account of the
channel noise and interference from other nodes, we
model the power control algorithms for wireless ad hoc
network and express the specific metric (energy effi-
ciency or throughput) as a function of noise, transmis-
sion power, coordinates of other node and the packet
size to be transmitted, under the assumption that the
channel is an Additive White Gaussian Noise channel
(AWGN) and the transceiver uses Binary Phase Shift
Keying (BPSK) modulator2.

• Based on the analysis, we prove that obtaining the
optimal transmission power for energy-oriented power
control and throughput-oriented power control are NP-
hard even if every node knows the complete knowledge
of the network.

• We propose heuristic algorithms to obtain the trans-
mission power that are local, time efficient and perfor-
mance improvement, for the two kinds of power con-
trol, respectively. By simulating in different topologies
and different packet sizes, our algorithms yield good
performance than the power selection algorithms ever
before.

1.2 Background
In this subsection, we will review some background knowl-

edge to help us analyze the power control scheme and un-
derstand the PHY layer.

In wireless environment, the receiving power decays with
the increase of transmission distance. In this paper, the
most widely used model in engineering, a simplified distance-
loss model, is used to describe the wireless channel. In this
model, the receiving power at distance d is [2]

pr = pt
λ2dδ−2

0

16π2dδ
, (1)

where pt is the transmission power; pr is the receiving power;
λ is the wavelength of the electromagnetic wave; d0 is the
reference distance of the antenna; and δ is the pass-loss ex-
ponent. δ is a constant relative to the environment, and
ranges from 2 to 6. d0 ranges from 1m to 10m for indoor
environment and 10m to 100m for outdoor. In this paper,
we let δ = 2, and d0 = 1m.

BER is an important parameter in wireless communica-
tion. The research reveals that BER is a function of SINR
[3]. The expression is different for different modulation al-
gorithms. In our analysis, we use Binary Phase Shift Keying
(BPSK) because it is a basic modulation algorithm and used
by almost all the wireless network cards. In AGWN channel
with BPSK modulator , the research in [3] reveals that

BER = Q(
√

2γ), (2)

where γ is SINR. Function Q is defined as

Q(x) =

∫ +∞

x

1√
2π

exp(
−x2

2
)dx. (3)

2This paper can be easily extend to other modulation algo-
rithms.

The remainder of this paper is organized as follows. In sec-
tion 2, we model the power control algorithms for wireless ad
hoc networks. In this section, we prove that obtaining the
optimal transmission power is NP-hard for energy-oriented
and throughput-oriented power control scheme, even if every
node knows the complete knowledge of the network. Follow-
ing that, two heuristic distributed algorithms are proposed
for energy-oriented and throughput-oriented power control
in section 3. In section 4, our proposed algorithms are eval-
uated by simulations. The related works are summarized in
section 5. Finally, we conclude the paper in section 6.

2. POWER CONTROL MODEL
In this section, we study how the transmission power,

noise and node interference, node distance and packet size
impact the performance of power control.

2.1 Network Model
The network is a bidirectional graph G=(V,E), where V

and E represent the set of nodes and edges respectively, i.e.,
V = {v1, v2, v3, ..., vn} and E = {e1, e2, e3, ..., ek}. The coor-
dinates of node vi and vj are Ci = (xi, yi), Cj = (xj , yj).

em = (vi, vj), iff
pmaxλ2

16π2|Ci − Cj |2
≥ prth, (4)

where pmax and prth are the maximum transmission power
and receiving threshold respectively. |Ci − Cj | is the Euler
distance of vi and vj . Eq.(4) means that vi and vj are in the
transmission range of each other when using the maximum
transmission power3.

In the network, a node vi is featured by the following
parameters. pi

tx is the transmission power; Si
pkt is the length

of DATA packet; Ci is the Coordinate, where Ci = (xi, yi);
Soh is the length of packet overhead, which is a constant and
its length is defined by MAC protocol.

In this paper, we classify the node interferences into active
interference and potential interference. Active interference
is the one from the active nodes and potential interference
is the one from the potential nodes which are defined as the
nodes going to access the channel. Active nodes compose
the active set A and potential nodes compose potential set
P .

2.2 Energy-oriented power control model
In energy-oriented power control, the main purpose is to

minimize energy consumption for transmitting a valid bit
successfully. Hence, in this subsection, the metric to evalu-
ate the performance of power control is the energy consumed
for transmitting a valid bit successfully.

We suppose there are k1 active nodes and k2 potential
nodes during the interval that the receiver receives the packet,
i.e., A = {v1, v2, ..., vk1

}, P = {vk1+1, vk2
, ..., vk1+k2

}. In
the next, we suppose that node vi sends a packet to node
vj . The noise and interference power p

j
IN (Ptx) at vj is

p
j
IN(Ptx) =pnoise +

∑

∀vl∈A\vj

ptl
λ2

16π2|Cj − Cl|2

+
∑

∀vl∈P\vj

ptl
λ2

16π2|Cj − Cl|2
,

(5)

where pnoise is the power of Gaussian white noise, Ptx =
(p1

tx, p2
tx, ..., p

k1

tx , p
k1+1
tx , ..., p

k1+k2

tx ) is the transmission power

3MAC layer power control does not influence the network
connectivity
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vector for v1,v2,...,vk1+k2
. In Eq.(5), the second term is the

interference from active set and the third term is the one
from potential set, respectively. In practice, 802.11 [4] uses
CSMA/CA scheme, and samples the channel periodically
to detect if the channel is idle. Hence, the first two terms
can be sampled by the network card. Thus, Eq.(5) can be
rewritten as:

p
j
IN(Ptx) = ps +

∑

∀vl∈P\vj

ptl
λ2

16π2|Cj − Cl|2
, (6)

where ps is the power sampled by network card. Therefore,
SINR at node vj is

γ(Ptx) =
pr(p

i
t
)

p
j
IN (Ptx)

. (7)

Then, BER at node vj is

BER(Ptx) = Q
(

√

2γ(Ptx)
)

. (8)

The probability that the packet from vi received by vj is

p
i

pkt
(Ptx) = (1 − BER(Ptx))

Si

pkt . (9)

Therefore, packet Si
pkt should be retransmitted ni(Ptx) times

until received successfully, where

ni(Ptx) =

+∞
∑

k=1

p
i

pkt
(Ptx)(1 − p

i

pkt
(Ptx))k−1 =

1

pi
pkt

(Ptx)

(10)

When S1
pkt, S2

pkt, ..., S
k1+k2

pkt are received successfully, the
energy consumption is

E(Ptx) =

k1+k2
∑

i=1

ni(Ptx)
Si

pktp
i
tx

B
, (11)

where B is the bandwidth. Therefore, the energy consumed
for transmitting a valid bit successfully is

e(Ptx) =
E(Ptx)

k1+k2
∑

i=1

(

Si
pkt

− Soh

)

. (12)

As any two node vii and vjj that can transmit simultane-
ously should not be in the transmission range of each other,
we have, ∀vii, vjj ∈ A ∪ P

pii
tx

λ2

16π2|Cii−Cjj |2
< prth

p
jj
tx

λ2

16π2|Cii−Cjj |2
< prth,

(13)

In current practice, there are only a fixed number of power
levels available. The ith power level is denoted as pi

l. To
simplify our analysis, we suppose that there is a 0 power
level, i.e., p0

l = 0, in case that a node sets its transmission
power as 0. In this paper, we suppose the interval between
two adjacent power levels is the same except power level 0.
Thus, ∀i, j ∈ (1, 2, ..., n), pi+1

l
− pi

l
= pj+1

l
− pj

l
, where n is

the number of power level.

2.3 Throughput-oriented power control model
Power control not only improve energy efficiency but also

increase network capacity [5] which contributes to network
throughput. In this subsection, we define the valid network
throughput as follows:

T =

k1+k2
∑

i=1

ti(Ptx), (14)

where ti is the channel throughput of (vi, vj). Based on the
analysis in subsection 2.2, we have

ti(Ptx) =
Si

pkt
− Soh

Si
pkt

× B

ni(Ptx)
, (15)

where
Si

pkt
−Soh

Si
pkt

is the packet valid data efficiency, i.e., the

efficiency of transmitting a packet if it is received success-
fully.

2.4 Complexity of power selection
Based on the former power control models, we get the

following theorems.

Theorem 1. It is NP-hard to obtain the optimal trans-
mission power for energy-oriented power control even if ev-
ery node knows the complete knowledge of the network.

Theorem 2. Obtaining the optimal transmission power
in throughput-oriented is NP-hard though every node knows
the complete knowledge of the network.

Due to the space limitation of this paper, we skip the proof
of these theorems in this paper. For more details, the reader
can refer [6]. So, obtaining the optimal transmission power
is very difficult mainly for two reasons: 1) it is hard for a
node to know the complete knowledge of the network; 2) on
the premise that every node knows the complete knowledge
of the network, there is no efficient algorithm to compute the
optimal power. Therefore, in the next section, we will pro-
pose two power selection algorithms, one is Power Selection
algorithm for Energy-oriented power control (PSE) and the
other is Power Selection algorithm for Throughput-oriented
power contorl (PST).

3. HEURISTIC TRANSMISSION POWER SE-
LECTION ALGORITHM

In section 2, we know that it is difficult to obtain the op-
timal transmission power in power control. In this section,
by ignoring the potential interference, we propose two O(1)
heuristic algorithms for energy-oriented and throughput ori-
ented power control, respectively. The potential interference
is ignored because:

• It is hard to know the transmission power of the poten-
tial node set P . We suppose that, fortunately, there is
a central node which communicates with all the other
nodes directly4. It needs 2(n − 1) time slots for the
node to know the transmission power of other nodes
under the assumption that every node has selected a
transmission power, where n is the size of potential
set.

Thus, Eq.(6) can be rewritten as

p
j
IN = ps, (16)

3.1 Transmission power for energy-oriented power
selection

In this subsection, we will propose an O(1) distributed
algorithm, Power Selection algorithm for Energy-oriented

4This central node is similar to the base station in Cellular
Network. But for ad hoc networks, such central node is
unpractical.
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power control (PSE), to obtain the transmission power. Ev-
ery node makes decision locally because it is difficult for
a node to know the complete knowledge of the network.
Hence, we propose an algorithm that every node sets its
transmission power to maximize its own energy efficiency.

For a node, the average energy consumed for transmitting
a packet is

E(ptx) = ni(ptx)
Spktptx

B
=

Spktptx

B
(

1 − Q(
√

2γ(ptx))
)Spkt

(17)
In Eq.(17) and the following equations, the superscript is
omitted. According to Eq.(17), we have

e(ptx) =
Spktptx

B (Spkt − Soh)
(

1 − Q(
√

2γ(ptx))
)Spkt

. (18)

The differential coefficient of Eq.(18) is

de(ptx)

dptx

=
Spkt

B (Spkt − Soh)
(

1 − Q
(√

2Kptx

))Spkt

×
[

1 − Spkt

√
Kptx exp (−Kptx)

2
√

π
(

1 − Q
(√

2Kptx

))

]

,

(19)

where

K =
λ2

16π2d2ps

. (20)

Let de(ptx)
dptx

= 0, we have

2
√

π
(

1 − Q
(

√

2Kptx

))

= Spkt

√

Kptx exp (−Kptx) . (21)

Because BER = Q
(√

2Kptx

)

� 1, Eq.(21) can be rewritten
as

2
√

π exp (Kptx) = Spkt

√

Kptx. (22)

Theorem 3. Eq.(22) has exactly one root in practice.

The proof can refer to reference [6]. Based on the analysis,
we propose our algorithm for selecting transmission power
for energy-oriented power control.

So, the algorithm is very easy: by solve Eq.(22), and the
node set the power value to most next to the root of Eq.(22).
The detail of the algorithm is omitted due to space limita-
tion.

3.2 Transmission power for throughput-oriented
power selection

Power Selection algorithm for Throughput-oriented power
control (PST) is proposed in this subsection. To increase the
throughput of a certain link, a higher transmission power
level is better. But a higher power level has a counter effect
to the network capacity. In this subsection, Throughput-to-
Area-Ratio (TAR) is used as a heuristic metric. Note that
in this subsection, we suppose the node is distributed in a
planar with uniform distribution. TAR is defined as follows:

TAR(ptx) =
t(ptx)

A(ptx)
, (23)

where A(ptx) is the area as shown in Figure (1) and t(ptx) is
defined in Eq.(15). To simplify the analysis, the “footprint”
of a node is abstracted as a hexagon, just as the station
in cellular communication. The superscript is omitted. As

S Rd

r

xx
xx
xx
xx

r-d

Figure 1: the “footprint” of node S and R. d is the
node distance and r is the carrier sensing range, re-
spectively.

shown in Figure (1), the area covered by the two hexagons
is

A (ptx) =
3
√

3

2
r
2 (ptx) +

√
3r (ptx) (r (ptx) − d) . (24)

Put Eq.(24) and Eq.(15) into Eq.(23), we have

TAR(ptx) =
B (Spkt − Soh)

Spkt

(

1 − Q
(√

2Kptx

))Spkt

(

5
√

3
2

r2(ptx) −
√

3dr(ptx)
) ,

(25)
where K is defined as Eq.(20) and B is the bandwidth, re-
spectively. The differential coefficient of Eq.(25) is

dTAR(ptx)
dptx

=
B(Spkt−Soh)

Spkt

(1−Q(
√

2Kptx))Spkt−1

(

5
√

3
2

r2(ptx)−
√

3dr(ptx)
) ×

(

Spkt

√
K exp(−Kptx)

2
√

πptx
− (1−Q(

√
2Kptx))(5

√
3r(ptx)−

√
3d)

(

5
√

3
2

r2(ptx)−
√

3dr(ptx)
) r

′
(ptx)

) .

(26)
According to Eq.(1), we have

pcs =
λ2

16π2r2
ptx, (27)

where pcs is the carrier sensing threshold. Hence,

r(ptx) =
λ

4π

√

ptx

pcs

, (28)

dr(ptx)

ptx

=
λ

8π

√

1

ptxpcs

. (29)

Let dTAR(ptx)
dptx

= 0, we have

√
π exp(Kptx)(1 +

5

5 − 2
√

pcsth

Kptxps

) = Spkt

√

Kptx, (30)

where pcsth is the carrier sensing threshold. Eq.(30) is sim-
ilar to Eq.(22). And we have the following theorem.

Theorem 4. Eq.(30) has exactly one root in practice.

PST is very similar to PSE except solving two different
equations, so the detail of PST is omitted too.

3.3 Some implementation issues
In this subsection, we consider some implementation is-

sues for PSE and PST.

1. How to get the parameters in Eq.(20).

In ad hoc networks, every node broadcasts periodically
to help the node in the network find a route. Hence,
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1 32 4 27 28 29 30......

Figure 2: Chain topology : 30 nodes with 15 flows.
The arrow between two nodes indicates traffic flows.

the node coordinate used to compute d can be added
into the broadcast message. As for ps in 802.11, the
network card will sample channel power to detect if the
channel is idle or not. Based on the sampled power,
the node can estimate noise and interference power
using the scheme proposed in [7]. Different from the
scheme in [7] which is used to estimate the signal power
that is higher than carrier sensing threshold, we use it
to estimate the signal power that is lower than carrier
sensing threshold. The estimated power is added in the
control packets, namely, RTS, CTS and ACK packets.

2. The computation of minimum transmission power in
the algorithms.

In PSE, Eq.(22) is only relevant to packet size. To
accelerate the running speed and reduce energy con-
sumption, Kptx can be resolved according to the packet
size in advance, and these values are written in ROM.
A value is 8 bytes and there are less than 1500 val-
ues which is the value of the maximum payload size
of 802.11 , so the ROM size is 12KB. In practical im-
plementation, ptx can be computed according to Kptx

from ROM and K. For PST, the energy consumption
is not the most important. Kptx is resolved by numeric
algorithms. In our simulation, Kptx in Eq.(30) can be
resolved with iterating no more than 20 times.

4. PERFORMANCE EVALUATION
In this section, we evaluate our algorithms and compare

them with 802.11 standard MAC and the following two ab-
stract power control schemes:

• Power control with minimum transmission power, de-
noted as PC min-Tx, for example [8] [9] [10].

• Power control with certain SINR. In this power control,
the SINR is kept in a value to keep the performance,
for example [11]. In this paper, we simulate the scheme
with SINR=4.5, 10, 20, denoted as PC SINR=4.5, PC
SINR=10 and PC SINR=20 respectively.

4.1 Evaluation metrics
Because the purposes of power control are to improve the

energy efficiency and network throughput, we use the follow-
ing two metrics to evaluate the algorithms referred above:

Data transmitted per Joule: The valid data delivered
successfully per unit of transmission energy consump-
tion. This metric is used to evaluate the energy ef-
ficiency. It is calculated as the total data delivered
divided by the total amount of transmission energy
consumption over all the nodes. In this paper, the en-
ergy consumed in packet reception and processing is
not counted in the above metric. In this metric, valid
data delivered successfully does not include the packet
discarded and the packet overhead.

Aggregate throughput: The valid data delivered suc-
cessfully by the network. This metric is used to eval-
uate the bandwidth efficiency. It is calculated as the

total data delivered by the network over the simulation
time.

4.2 Simulation Model
To better simulate the algorithms, we develop a simulator

written by C++. In our simulator, the impact of noise and
bit error are taken into account. The transmission range is
250m, carrier sensing range is 550m, maximum transmission
power is 0.2818W, receiving threshold power is 4.46e-10W
and carrier sensing power is 9.21e-11W. Other the parame-
ters are referred from 802.11 specification [4]. For every set
of data, i.e., the energy efficiency and throughput for every
packet size on a specific topology, we simulated 100s. In our
simulator, to simplify, we use a static routing protocol be-
cause power selection algorithms run over MAC layer. Note
that in this paper, we suppose that the asymmetric problem
introduced by power control has been solved, so a busy tone
channel with bandwidth of 64kbps is introduced to solve
the hidden terminal problem in our simulation. The node is
static, but this work can be easily extend to mobile node by
multiplying a constant for every power as it was done in [9].

4.3 Simulation topology
In this paper, the algorithms are simulated with chain

topology, grid topology and random topology, respectively.

1. Chain topology

Figure 2 shows our chain topology, which consists of
30 nodes. In Figure 2, there are 15 flows, namely, node
1 and 2, node 3 and 4,..., node 29 and 30, respectively.
The distance between adjacent nodes is uniform. In
our simulation, we set the distance 50m, 100m, 150m
and 200m, respectively.

2. Grid topology

We simulate the algorithms on three grid topologies
with node density from dense to sparse.

Topology 1: 10*10 nodes, the distance between adja-
cent nodes is 60m.

Topology 2: 6*6 nodes, the distance between adjacent
nodes is 120m.

Topology 3: 5*5 nodes, the distance between adjacent
nodes is 180m.

The grid topology is an extension of chain topology.
And due to the space limitation, the grid topologies
are not shown in this paper.

3. Random topology Figure 3 shows the random topol-
ogy of our simulation. The nodes are distributed in a
1000*1000m2 plane randomly with uniform distribu-
tion. In Figure 3, the two node pairs with red lines
indicate that they are out the transmission range of
each other. In our simulation, we suppose there is no
forwarding node between any two nodes.

4.4 Simulation results

4.4.1 Chaintopology
Figure 4 and 5 show the simulation results for 30 nodes

with 15 flows. X-axis represents the length of packet and
Y-axis represents the performance metrics (Mbits per Joule
and throughput). The results show that PSE and PST per-
forms better than traditional power selection algorithms and
802.11. As shown in Figure 4 and 5, PSE performs better

Digital Object Identifier: 10.4108/ICST.WICON2008.4853 
http://dx.doi.org/10.4108/ICST.WICON2008.4853 



0 100 200 300 400 500 600 700 800 900 1000
0

100

200

300

400

500

600

700

800

900

1000

random topology with 20 nodes

(a) 20-node topology
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(b) 30-node topology
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Figure 3: random topology. There are 20, 30, 40 and 50 nodes distributed in a 1000*1000m2 plane randomly.
The red line means that the two nodes are out the transmission range of each other.
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Figure 4: energy consumption for chain topology. PSE and PST perform better than other algorithms. The
performance gap becomes smaller with the increasing of node distance.

than PST in terms of energy efficiency and PST performs
better than PSE in terms of throughput.

Energy efficiency: Figure(4a-4d) depict the valid data
received per joule energy for different packet size and node
distance. For PSE and PST, a larger packet yields higher
energy efficiency. The shorter the node distance is, the more
evident the energy efficiency is. As shown in Figure 4d,
when node distance reaches 200m, the performance of PSE,
PST, PC SINR=10, PC SINR=20 and 802.11 are the same
because of the same transmission power. And the trace file
shows that for these 5 algorithms set the transmission power
the maximum value-pmax.

Aggregate throughput: Figure(5a-5d) depict the ag-
gregate throughput for difference packet size and node dis-
tance. As shown in the figure, the throughput of PST is
higher than other algorithms. And the throughput gap is
not evident for PST, PSE, PC SINR=10 and PC SINR=20,
because the capacity is the same for these algorithms in uni-
form linear topology. In PC SINR=10 and PC SINR=20,
the power level is higher, so the interference in the network
becomes higher than that of PST. Hence, despite the same
capacity, the throughput in PC SINR=10 and PC SINR=20
is slightly lower than that in PST.

4.4.2 Grid topology
The simulation results for grid topologies are shown in

Figure 6 and 7. As shown in the figures, PSE and PST out-
performs other algorithms for diverse node distribution. For
sparse distribution, most algorithms (except PC SINR=4.5
and PC Tx-min) perform the same due to the same trans-
mission power. In Figure (6a-6c), the energy efficiency de-
creases with the node number decreases, because of the in-
crease of node distance. In Figure 7, as the number of nodes
decreases, the aggregate valid throughput decrease due to
the decreasing of concurrent flows.

4.4.3 Randomtopology

Figure 8 and 9 show our simulation results for random
topology with 20, 30, 40 and 50 node, respectively. In Fig-
ure 8, PSE shows a better performance in terms of energy
efficiency. And as shown in Figure 9, PST performs bet-
ter than other algorithms. In Figure 8 and 9, the denser
the node distribution is, the better the algorithms performs
except for 802.11 and PC min-Tx which perform the best
in 30 nodes topology. This is because 802.11 and PC min-
Tx has a larger capacity in 30-node topology than 20-node
topology and much less collision and packet error compared
with 40-node and 50-node topology. While for PSE and
PST, by selecting appropriate power, the capacity increas-
ing overcomes the effect of collision and packet error. As
shown in Figure 8c and Figure 9c, PSE and PST has the
same throughput, but PSE performs better than PST in
terms of energy efficiency. This is because that PSE has a
lower packet error. The trace file shows that, for 40-node
topology, PST has a larger packet drop ratio.

4.4.4 Some commonobservations
We can come to some common observations for the above

results we presented.
First, our proposed algorithms have better performance

than traditional power control algorithms and 802.11. The
algorithms are simulated with different node distance, node
distribution and node density. The results shows that PSE
outperforms other algorithms in terms of energy efficiency
and PST has better performance than other algorithms in
terms of network throughput.

Second, the efficiencies of PSE, PST, 802.11 and PC SINR
increase with packet size when the node distance is short.
As the node distance becomes shorter or node distribution
becomes denser, all the power control algorithms perform
better. When the node distance is too large, the energy
efficiency decreases with the packet size, e.g., Figure 4d and
Figure 6c.
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Figure 5: aggregate throughput for chain topology. PSE and PST increase the network throughput. For
short distance, aggregate throughput increases with the increasing of packet size.
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Figure 6: energy consumption for grid topology.PSE and PST yield a better energy efficiency than other
algorithms on grid topology.
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Figure 7: aggregate throughput for grid topology. PSE and PST have a higher aggregate throughput than
other algorithms on grid topology.
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Figure 8: energy consumption for random topology. PSE and PST have a better energy efficiency than other
algorithms on random uniform topology.
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Figure 9: aggregate throughput for random topology. PSE and PST have a higher aggregate throughput
than other algorithms on random uniform topology.

5. RELATED WORK
Power control is a widely used technology to improve the

Quantity of Service (QoS) of the wireless networks, e.g. de-
creasing the energy consumption and improving network
throughput. In this section, we will summarize the previ-
ous works most related to this paper.

5.1 Power Control for energy conservation
A number of studies have been carried out on power con-

trol for energy conservation [12] [8] [13] [9] [14] [15] [11]. A
simple power control is the use of maximum power for RTS-
CTS handshake and minimum power required for communi-
cation for DATA and ACK [12] [8] [13]. In [12], the sender
adds its current transmission power in its RTS packet. The
receiver then computes the appropriate power for commu-
nication and includes this power in CTS packet. To de-
crease the potentially increased energy consumption, Jung
and Vaidya [9] proposed that the transmission power of
DATA should be increased to the maximum periodically. In
the aforementioned schemes, negotiating transmission power
for every transmission may consume too much energy or
bandwidth. In [16], Pires et al. proposed an algorithm that
attaches a table to each node, which stores the transmission
power used on previous transmissions. The above studies
assume the channel and transceiver parameters (e.g., noise,
interference and battery energy) are invariant. However,
in practice, the battery power decreases with time and the
channel varies with time and environment. To prolong the
network’s life and minimize end-to-end delay, Meghanathan
and Farago [14] proposed a battery power awareness power
control, each node starts with a higher transmission power
and tunes down this power gradually depending on the bat-
tery power available. Recently, some researches [17] [11] [15]
propose that the transmission power should change with the
time and environment. For example, the power attenuation
is different for indoor and outdoor environments; the noise
and interference vary with the network throughput. Con-
sidering the variability of channel, Lin [17] proposed ATPC.
ATPC uses a pairwise transmission power control algorithm.
In [11], transmission power is determined by node interac-
tion in some constraints (e.g., the maximum transmission
power, the minimum receiving power at the receiver, the
minimum receiving SINR at the receiver). In [15], an adap-
tive power control is proposed. Initially, the data is trans-
mitted at the maximum power level, if this data is received
successfully, then transmission power decreases a constant
value; if transmitting time expires at the frame sender, its
power level increases a constant value. In [18], the authors
developed distributed algorithms which jointly allocate fre-
quency spectrum, transmission powers, traffic input rates,
and traffic routes on a node-by-node basis to minimize total

cost in an interference-limited multi-hop wireless network.
Recently, there are power control algorithms proposed for
directional antenna [19] [20].

5.2 Power control for throughput increment
Using power control, the interference range of the node

will reduce. This may increase the network capacity. Gupta
and Kumar [5] pointed out that, by tuning the transmission
power, power control improves aggregate channel utilization
may be improved up to a factor of O(ρ), where ρ is the node
density in the region. Monks et al. proposed PCMA pro-
tocol [21]. PCMA generalized the transmit-or-defer ”on/off”
collision avoidance model of 802.11 to a more flexible ”vari-
able bounded power”collision suppression model. In PCMA,
the transmitter- receiver pairs adjust the power to the min-
imum required for a successful transmission. Muqattash et
al. proposed PCDC [22]. By overhearing RTS and CTS
packets, PCDC protocol estimates the future interference
transmissions, and adjusts the transmission power according
to these potential transmissions. In POWMAC [23], every
node treats the aggregate interference and noise power to
the thermal noise as the network load factor. The transmis-
sion power is computed according to the receiver’s network
load factor. Kim et al’s [22] studied the power control for
multi-rate networks. Because transmission can affect the
spatial reuse and data rate, the transmission power is set
to the optimal value that balances the two factors. In [10],
using software defined radio (SFD), the channel is divided
into several sub-channel. Shi and Hou [10] proposed channel
scheduling algorithm for power control. The transmission
power is set to the minimum power for communication.

Recently, there are some works focusing on selecting the
transmission power [24] [25]. In [24], Dai proposed 3 al-
gorithms to find the minimum uniform transmission power
of an ad hoc wireless network under the assumption that
each node uses the same transmission power, while main-
taining network connectivity. Similar to the assumption
in [24], Chen [25] aims to minimize the end-to-end power
consumption.

6. CONCLUSION
In this paper, we focus on selecting an appropriate trans-

mission power for wireless ad hoc networks. We model the
network under the assumption that the channel is AWGN
and transceivers use BPSK modulation. In the models, we
take into account the network noise and interference, packet
size and node distribution. The models show that obtaining
the optimal transmission power is equivalent to a nonlin-
ear integer programming problem which is NP-hard. Then
we propose two heuristic power selection algorithms, PSE
for energy-oriented power control and PST for throughput-
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oriented power control. The two algorithms are O(1) time
complexity and local. In PSE, the sender minimizes the
transmission energy consumed for transmitting a valid bit
successfully. In PST, the sender maximizes the valid bits
transmitted successfully per unit area. Then we prove that
there is exactly one transmission power for PSE and PST,
respectively. Based on the analysis, two transmission power
selection algorithms are proposed in this paper. At last, we
compare our algorithms with traditional power control ones.
Simulation results show that PSE and PST achieve energy
saving and throughput increasing compared with traditional
power control and 802.11.

Although PSE and PST improve the performance of power
control, it does not get the optimal efficiency. The future
work includes developing more efficient power selection algo-
rithms. As discussed in this paper, our algorithms are local
and based on the assumption that all the node are coopera-
tive. The future work will take selfish node and fairness into
consideration, too.
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