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ABSTRACT

Mobile ad hoc networks range from traditional MANETs
where end-to-end paths exist from sources to destinations,
to DTNs where no contemporaneous end-to-end paths ex-
ist and communication is achieved by the store, carry, and
forward model of routing. Hence, nodes of these networks
need to identify the level of connectivity of the network they
belong to and classify it as a MANET or a DTN, in order
to properly select appropriate protocols to achieve end-to-
end communication. What is more, since mobile ad hoc
networks change over time and space, nodes need to period-
ically re-access their network classification to adapt to the
always changing environment.

Recently, there has been an effort to classify the various
types of mobile ad hoc networks assuming there is a central-
ized authority that has complete knowledge of the network
and its dynamics. In this paper we design distributed mech-
anisms for nodes to perform the above classification on the
fly, based only on local information that they collect as they
move and encounter other nodes. The mechanisms take ad-
vantage of a combination of measurements and analytical
techniques. We investigate the accuracy of our mechanisms
by comparing the network classification of the centralized
authority to that of a node using our schemes.

Categories and Subject Descriptors

C.2.m [Computer-Communication Networks]: Miscel-
laneous

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
WICON’08 November 17-19, 2008, Maui, Hawaii, USA
Copyright 2008 ICST 978-963-9799-36-3

General Terms

Theory, Design

Keywords

classification, mobile ad hoc networks, intermittently con-
nected networks, routing

1. INTRODUCTION
Mobile wireless networks have gained a lot of interest re-

cently in the research community. However, because of the
different node mobility patterns and density of nodes, such
networks have different connectivity properties. In tradi-
tional Mobile Ad Hoc Networks (MANETs) it is assumed
that end-to-end paths exist from any source to any destina-
tion most of the time. This does not occur in the case of
Delay Tolerant Networks (DTNs), where the packets may
need to get buffered while waiting for a link to come up. In
this sense, in DTNs there exist space-time paths which are
paths that connect the nodes over time.

If we apply a routing protocol designed for MANETs to
a DTN, it is going to fail. On the other hand if we apply
a routing protocol designed for DTNs to a MANET, even if
the packets will eventually be received by the destination,
the delivery delays will be really large. Motivated by this,
the question that we address in this paper is how to decide
the class that the mobile network belongs to, in order to use
a corresponding routing protocol.

Recently, there has been an effort to classify the various
types of mobile ad hoc networks assuming there is a central-
ized authority that has complete knowledge of the network
and its dynamics [4]. The authors in this paper provide an
algorithm that classifies mobile wireless networks into three
classes: SPN (space-path networks), U-DTN (unassisted de-
lay tolerant networks) and A-DTN (assistance-needed delay
tolerant networks). This approach provides an interesting
insight on the way that mobile networks operate but it is not
practical because of the assumption of the centralized mech-
anism doing the classification. Another interesting work in
this area is that of [8] in which the authors define formally a
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number of mobile network classes as well as classes of rout-
ing mechanisms. Then, they prove a number of results about
the network classes that each routing mechanism class can
solve.

In this paper, we make the first step towards extending
the work of [4] to determine the class that a mobile network
belongs to in a distributed fashion and using only informa-
tion that the nodes have up to that point in time. Since
the mobile nodes usually have limited energy, computation
capability and storage, it is preferable that the number of
computations at each node is small. So, our approach is
based on an analytical framework which is combined with
some simple node observations in order to decide the class
of the network. Note that in this paper we are interested
only on the appropriate decision of the class that the mo-
bile network belongs to, and it is up to the network designer
to define the way that the nodes can then select the most
appropriate routing protocol for this network class.

The rest of the paper is organized as follows. Section 2
presents the centralized algorithm that has been presented in
the literature [4] for the classification of the wireless and mo-
bile networks as well as the definition of the mobile network
classes that we use. In Section 3, we present the distributed
classification algorithm that uses a number of analytical for-
mulas and simple node observations to decide the class that
the network belongs to. Section 4 provides the derivations of
the formulas that are used throughout the distributed classi-
fication algorithm. Then, in Section 5 we present the results
of the distributed classification algorithm applied to a num-
ber of mobile networks and we compare the accuracy of the
results with the ones that we get from the centralized classi-
fication algorithm. Finally, we conclude with some remarks
and a brief discussion of future work directions.

2. CLASSIFICATION OF MOBILE AD HOC

NETWORKS
In this section we define the three classes of mobile net-

works that we will use throughout the classification process
and present the main aspects of the centralized classifica-
tion algorithm presented in [4]. We will use the results from
this algorithm to compare the accuracy of the proposed dis-
tributed classification algorithm.

2.1 Connected Networks (Conn.)
We use the term Conn. networks to refer to the traditional

Mobile Ad hoc networks (MANETs) where it is assumed
that the network is connected most of the time. This means
that at each timeslot there is an end-to-end path (space
path) that connects every pair of source and destination.
Also, it is implicitly assumed that the links do not change
that fast, which entails that the routes between sources and
destinations do not alter that much. The most common
routing protocols that are used in this class are AODV [1]
and DSR [6].

2.2 Intermittently Connected Nets (Int. Conn.)
In the case of the Int. Conn. networks, no contemporane-

ous end-to-end paths exist most of the time and communi-
cation is achieved by the store, carry, and forward model of
routing. The authors in [4] call such paths space-time paths
to distinguish them from the contemporaneous space paths
used in MANETs. Many routing protocols have also been

proposed for this class of mobile networks such as Epidemic
Routing [13] and Spray and Wait [10].

2.3 Disconnected Networks (Disconn.)
Such networks are really sparse and the mobility of the

nodes doesn’t allow them to communicate even through space-
time paths. Actually, the lengths of the space-time paths
are too long. In this class of mobile networks it is prefer-
able to use additional mobile nodes that move around the
network area collecting messages and transferring them to
the destination nodes. Such message ferrying approaches
are presented in [7] and [14].

Let’s now define a number of quantities that the central-
ized classification algorithm uses:

• NCCi: the number of connected graph components at
timeslot i.

• Link Persistence: the average duration that a link
spends from its inception to its outage.

• Journey: the sequence of edges traversed in a space-
time path with the corresponding timeslots of the traver-
sal.

• Foremost Journey from node a to node b: a journey
starting at node a with destination node b that has the
earliest arrival time.

• Longest Foremost Journey LFJi: the maximal dura-
tion that a foremost journey will take from any origin
to any destination starting at timeslot i.

The algorithm also uses the following parameters that are
given as input to it:

• γ: maximum acceptable journey delay,

• δ: minimum acceptable link persistence,

• η: minimum acceptable duration of time over which
a network graph should consist of a single component
for the network to be considered of class Conn.

2.4 The centralized classification algorithm
Given the values of the parameters γ, δ, η the following

classification rules are applied at each timeslot i:

• Any timeslot where NCCi = 1 is Conn.-eligible.

• A maximal succession of Conn.-eligible instants going
from timeslot ta to tb constitutes a Conn. phase if
it meets the following conditions: 1) ta − tb > η and
2) the link persistence over this time period is greater
than δ.

• Any timeslot that is not Conn.-eligible or is Conn.-
eligible but not part of a Conn. phase, belongs to
either a Int. Conn. phase or a Disconn. phase.

• The timeslot belongs to a Int. Conn. class if it meets
either one of the following two conditions: 1) the times-
lot i is more than γ timeslots before the last timeslot
that we consider and LFJi < γ, or 2) the timeslot i is
less than γ timeslots before the last timeslot and the
predecessor timeslot maps onto the Int. Conn. class.

• Otherwise the timeslot is part of a Disconn. phase.
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Table 1: Notation
N network area
K transmission range
M number of nodes in the network

EFJ expected foremost journey
EMmm expected meeting time under ’mm’
E[τmm] expected contact time under ’mm’

L̄ expected epoch length
T expected epoch duration

Tstop average pause time after an epoch
ῡ average node speed

υ̂mm normalized relative speed under ’mm’

3. DISTRIBUTED CLASSIFICATION

3.1 Assumptions and Definitions
In this section we present the distributed classification

algorithm which is based on analytically calculated formu-
las and simple node observations. First, we present the as-
sumptions and some definitions of quantities that are used
throughout the algorithm and then we present the algo-
rithm.

Throughout the classification algorithm, it is assumed that
the mobile network progresses in timeslots. Also, we assume
that the nodes know in advance the transmission range (K)
which is identical for all the nodes and they also know the
size of the network area (N). It will become clear later that
the algorithm can work with any node mobility model as
long as we have analytical formulas for some basic proper-
ties of the model. We have derived such formulas in our
prior work for a wide range of mobility models such as the
Random Direction, Random Waypoint, Random Walk and
the Community-based model [12]. In this paper, without
loss of generality we assume that the nodes move according
to the Random Direction mobility model.

Let’s now recall how the Random Direction model works.
In particular, it progresses on epochs where at each epoch
every node initially chooses a direction θ uniformly in [0, 2π).
Then, it chooses a speed uniformly in [υmin, υmax] with
υmin > 0, υmax < ∞ and average speed ῡ. Also, it chooses
a duration T of movement from an exponential distribution
with average L̄

ῡ
and it moves towards θ with the chosen

speed for T time units. If the network boundary is reached,
it re-enters from the opposite side of the network. After T

time units it pauses for a random amount of time chosen
from [0, Tmax] with average pause time T̄stop. Then, a new
epoch begins. For convenience, we summarize the notation
used in the Random Direction model as well as throughout
the paper in Table 1, where ’mm’ denotes the corresponding
mobility model that we use.

Notice that it is not assumed that the nodes know in ad-
vance the number of nodes in the network because as it
will be presented, this value can be estimated at each node
by simple observations. So, the proposed distributed algo-
rithm can adapt to a network in which the number of nodes
changes from time to time. This means that the nodes
can run the distributed classification algorithm from time
to time and update their decision about the class that the
network belongs to, based on the new estimations.

In the following, we define some quantities that are used

in the distributed classification algorithm. The derivation
of the analytical formulas that calculate these quantities is
presented in the next section with the analytical framework.
The following formally define the contact and meeting times
of a mobility model ’mm’.

Definition 1. (Contact Time) Let nodes i and j move ac-
cording to a mobility model ’mm’ and assume they come
within range of each other at time 0. The contact time
(τmm) is defined as the time they remain in contact with
each other before moving out of the range of each other.

Definition 2. (Meeting Time) Let nodes i and j move ac-
cording to a mobility model ’mm’ and start from their sta-
tionary distribution at time 0. The meeting time (Mmm)
between the two nodes is defined as the time it takes them
to first come within range of each other.

3.2 The distributed classification algorithm
The distributed classification algorithm uses a number of

thresholds in order to apply the classification rules. These
are Tconnected, Tcontact, Tduration, TFJ and we assume that
they are given as input to the algorithm. We analyze the
effect of these parameters in the simulation results section.
According to the distributed classification algorithm, each
node proceeds as follows:

• Estimates the number of nodes M in the network with
the procedure presented in the following section.

• Calculates the probability that the network is con-
nected Pr[network is connected] for the number of
nodes that it estimated.

Then, every node at each timeslot ti applies the following
classification rules:

• If Pr[network is connected] ≥ Tconnected and the node
has at least one neighbor at this timeslot, then the
timeslot ti is Conn.-eligible.

• If it has decided that the network is Conn.-eligible for
the last Tduration timeslots and E[τrd] > Tcontact, then
the timeslot ti is classified as Conn.

• If EFJ < TFJ , then the timeslot ti is classified as Int.
Conn.

• Otherwise, the timeslot ti is classified as Disconn.

As we can see from the classification process, the threshold
Tduration is related to the minimum duration of a Conn.
network. This threshold is important because if the network
is connected for a small number of consecutive timeslots and
then it becomes disconnected, it does not make sense to
apply a routing protocol designed for Conn. networks. Also,
the classification to the Conn. class takes into account the
average duration of a link, which is actually the expected
contact time of the mobility model that we use. This occurs
because if the network is connected at each timeslot but the
links change too fast, then the use of a routing protocol for
Conn. networks would fail because the routes between pairs
of sources and destinations change also very fast. So, it is
better to apply a routing protocol designed for Int. Conn.
networks which in general is not based on routing tables.
Finally, the threshold TFJ is used in order to distinguish the
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Int. Conn. from the Disconn. networks. So, if the value of
the expected foremost journey (EFJ) is smaller than TFJ

then, we expect that all the nodes will communicate with
each other (over space-time paths) within TFJ timeslots in
the future. Otherwise, the space-time paths are very long,
so, it is better to classify the network as Disconn.

At this point, it is worth noting the correspondence be-
tween the parameters used in the centralized classification
algorithm with the ones that are used in the distributed al-
gorithm. Firstly, with the use of the threshold Tconnected in
the distributed algorithm, we are trying to set a threshold
in the probability that the network is connected. Obviously,
there is not such a threshold in the centralized approach
since the classifier can deterministically decide if the net-
work at the specific timeslot is connected or not. Then,
the threshold Tduration is actually the η of the centralized
approach since it is the minimum acceptable duration of a
Conn. network and the same occurs for the Tcontact and
δ which correspond to the minimum acceptable link persis-
tence. As far as the TFJ is concerned, we have to mention
that its value is smaller than the value of γ from the central-
ized approach. This occurs because in the statement that
distinguishes the Int. Conn. network class from the Dis-
conn. one, the centralized algorithm uses the value of the
longest foremost journey, while in the proposed distributed
algorithm we use the expected value of the foremost journey.
Thus, if only one journey has a big value and all the other
journeys have small values, then the value of EFJ is not
that big as the value of LFJ .

4. ANALYTICAL FRAMEWORK
In this section we present the derivation of the formu-

las that are used in the distributed classification algorithm.
Recall that Table 1 summarizes the notation used in the
formulas. The results focus on the case that the nodes are
moving according to the Random Direction mobility model
as we assumed earlier.

The first quantity that we have to compute is the prob-
ability that the network is connected given that there are
M nodes in the network and the size of the network area is
N . This value is used in order to estimate how connected
the network is and decide if it is possible that the particular
timeslot can be classified as Conn.-eligible or not. The fol-
lowing Lemma calculates the probability that the network
is connected.

Lemma 1. The probability that the network is connected
at any time, assuming statistical independence between the
position of the nodes, is given by

Pr[network is connected] = (1 − e
ρπK2

)M
,

where ρ is the density of the nodes in the network (ρ = M
N

),
M is the number of nodes in the network, N is the network
area and K is the transmission range of each node.

Proof. As in [3], we define the distance of a node to its
closest neighbor as its nearest neighbor distance ξ. Since
the Random Direction mobility model in a torus generates
a uniform stationary node distribution [2], we have a ho-
mogeneous Poisson point process in two dimensions so the
probability distribution function (pdf) is given by

f(ξ) = 2πρξe
−ρπξ2

for ξ > 0.

Figure 1: Comparison of the probability that the
network is connected (theory and simulation) for
network area equals to 2002, varying number of
nodes and varying transmission range (K)

So, the probability that a specific node has a neighbor is
actually the probability that the nearest neighbor distance ξ

of this node is smaller than the transmission range K. This
probability is given by

P (ξ ≤ K) =

∫ K

ξ=0

f(ξ)dξ = 1 − e
ρπK2

.

If we further assume statistical independence between the
position of the nodes, the probability that the network is con-
nected is

Pr[network is connected] = (1 − e
ρπK2

)M
.

Figure 1 presents the analytically calculated values as well
as the simulation results of the probability that the network
is connected for different values of transmission range and
number of nodes. Notice that in the simulations, we used the
fraction of time in which the nodes form one single connected
component. As we can see, the theoretical value of the frac-
tion of time that the network is connected is a good ap-
proximation of the real one. The small discrepancies in the
figure result because in reality there is a correlation in the
position of the nodes between consecutive timeslots. Thus,
if we know that at timeslot ti the network is connected then
with high probability at the next timeslot ti+1, the network
will be also connected. However, these small discrepancies
don’t influence that much the classification results.

Let’s now compute the expected value of the foremost
journey that is used from the classification algorithm to dis-
tinguish the Int. Conn. from the Disconn. networks. From
the definition of the foremost journey between two nodes
a and b, we can conclude that it is actually the expected
delay of a packet with source a and destination b when we
use flooding without contention (infinite buffers and infinite
bandwidth) as the routing mechanism in the mobile net-
work. We have already calculated this value in our prior
work [11] and the following Lemma presents the calculated
formula.
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Lemma 2. The expected value of the Foremost Journey
(EFJ) when the nodes are moving according to a mobility
model ’mm’ is given by

EFJ = EMmm
HM−1

M − 1
,

where EMmm is the expected meeting time of the given mo-
bility model ’mm’, M is the number of nodes in the network
and Hk is the kth Harmonic Number, i.e, Hk =

∑k

i=1

1

i
=

Θ(log k).

Proof. See our prior work [11], Theorem 4.2.

As we can see from the above formula, EFJ is related
to the expected meeting time of the mobility model in use.
Since in our case we assume that the nodes are moving ac-
cording to the Random Direction mobility model, in the
following Lemma we present the analytically calculated ex-
pected meeting time for Random Direction.

Lemma 3. The expected meeting time under the Random
Direction mobility model is given by

EMrd =
( N

2KL̄
)( L̄

ῡ
+ T̄stop)

pmυ̂rd + 2(1 − pm)
,

where υ̂rd ≈ 1.27 is the normalized relative speed for the
Random Direction model and pm = T

T+Tstop
is the probability

that a node is moving at any time.

Proof. See our prior work [12], Theorems 3.1 and 3.2.

So, if we combine the results from Lemma 2 and Lemma 3,
we can compute the expected value of the foremost journey
when the nodes are moving according to the Random Direc-
tion mobility model.

Also, in the distributed classification algorithm we need
a formula for the expected contact time which is used to
distinguish the Conn. from the Int. Conn. network classes.
Lemma 4 presents the formula for the expected contact time
when the nodes are moving according to the Random Direc-
tion mobility model.

Lemma 4. The expected contact time under the Random
Direction mobility model is given by

E[τrd] =
p2

m

p2
m + 2pm(1 − pm)

E[τ1
rd] +

2pm(1 − pm)

p2
m + 2pm(1 − pm)

E[τ2
rd],

where E[τ1
rd] is the expected contact time given both nodes

were moving when they came within range of each other,
E[τ2

rd] is the expected contact time given only one of the
nodes was moving when they came within range and pm =

T
T+Tstop

is the probability that a node is moving at any time.

Proof. See our prior work [9], Theorem 3.4.

As it was stated in the description of the distributed clas-
sification algorithm, it is not assumed that we know the
number of nodes in the network. This makes the classi-
fication algorithm more powerful and adaptive to network
changes. So, in order for the nodes to get an estimation for
the number of nodes that exist in the network, we use the
approach presented in our prior work [10] (Section 4.2). For
consistency, we also summarize this procedure here.

The main idea of this method is to estimate the num-
ber of nodes in the network M by taking advantage of the
inter-meeting time statistics. Let’s define T1 the time until
a node (starting from the stationary distribution) encoun-
ters any other node. Then, it has been shown that T1 is
exponentially distributed with average T1 = EMmm

M−1
. Also,

if we similarly define T2 the time until two different nodes
are encountered, then T2 is also exponentially distributed
with average EMmm( 1

M−1
+ 1

M−2
). So, if we cancel EMmm

from these two equations we get the following estimation for
M :

M̂ =
2T2 − 3T1

T2 − 2T1

.

In [10] we also discuss some implications of this procedure
and ways for bypassing them.

5. SIMULATION RESULTS
In this section we present the classification results from

both the centralized classification algorithm and our dis-
tributed version in a number of scenarios. By presenting
both results, we are evaluating how accurate the distributed
classification algorithm is. Note that since the distributed
algorithm is mainly based on analytical formulas, it pro-
duces only one single class as output for a given transmission
range, number of nodes and size of the network area. On the
other hand, the centralized algorithm provides the class per-
centage for each case. So, if we want to compare the results
of the two algorithms, we can focus on the class with the
bigger percentage for each case in the centralized algorithm
and check the corresponding result from the distributed ap-
proach. For convenience, for each of the simulated scenario
we provide a table that presents the classification from the
distributed algorithm and the corresponding network class
that has the majority in every case from the centralized al-
gorithm.

In order to understand how the classification changes, in
the simulations we fix two values among the network area,
number of nodes and transmission range and we vary the
third one. Throughout the simulations, we assume that the
nodes are moving according to the Random Direction mo-
bility model where they choose their speed uniformly from
(0.5, 1.5) and the time that they pause after each epoch is
randomly chosen from (0, 400). Furthermore, we set the fol-
lowing values to the classification parameters: Tconnected =
0.8, Tduration = 10, Tcontact = 5 and TFJ = 100. As we have
already shown, the corresponding values for the parameters
of the centralized algorithm are η = 10 and δ = 5. Since
there isn’t an exact correspondence between the value of γ

in the centralized algorithm with the value of the parameter
TFJ in the distributed classification algorithm, we applied
a small modification into the centralized algorithm. More
specifically, we changed the statement that distinguishes the
Int. Conn. from the Disconn. network class from LFJi < γ

to EFJi < γ in order to use the same value for γ and TFJ .
Before we proceed, let us define a connectivity metric

which indicates how connected the network is. There are
a couple of different approaches in the literature [5] [10].
In [5] the authors assume that the network is connected
enough such that a large connected component of nodes ex-
ists and are interested in the probability that a node belongs
to the largest connected component.In the case of discon-
nected networks, the nodes are isolated and only a few links
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(a) Network area = 2002, transmission range = 15 and
varying number of nodes

(b) Network area = 2002, transmission range = 30 and
varying number of nodes

Figure 2: Centralized classification when the network area and the transmission range are constant and we
vary the number of nodes

Table 2: Classification when network area = 2002, transmission range = 15 and varying number of nodes

Number of nodes 40 60 80 ... 420 440 460 480 500

Centralized Disconn. Disconn. Int. Conn. ... Int. Conn. Conn. Conn. Conn. Conn.
Distributed Disconn. Int. Conn. Int. Conn. ... Int. Conn. Conn. Conn. Conn. Conn.

Table 3: Classification when network area = 2002, transmission range = 30 and varying number of nodes

Number of nodes 10 20 30 ... 70 80 90 100 110

Centralized Disconn. Int. Conn. Int. Conn. ... Int. Conn. Conn. Conn. Conn. Conn.
Distributed Disconn. Disconn. Int. Conn. ... Int. Conn. Int. Conn. Conn. Conn. Conn.

exist between them, so this notion of network connectivity
is not very helpful.

With this in mind, in [10] we define the network connec-
tivity to be the expected maximum cluster size which is the
percentage of total nodes in the largest connected compo-
nent. This definition has also some limitations since, for ex-
ample, it cannot differentiate the case that there are many
connected components in the network with the same size
from the case that there is only one connected component
with this size and the remaining nodes are totally isolated.
However, even if such occasions may happen, our definition
of the network connectivity gives a good estimate of how
connected the network is, irrespectively of the size of the
network area, the number of nodes, the transmission range
or the node mobility model and can capture both connected
and disconnected networks.

Figure 2 presents the classification from the centralized
classification algorithm for a fixed network area equals to
2002 and two cases for the transmission range equal to 15
and 30. In these scenarios we vary the number of nodes
and observe the classification results. We also present the
network connectivity for the different values of the number
of nodes. As we can see from Figure 2(a), the transition from
the Disconn. class to the Int. Conn. happens when there are
approximately 70 nodes in the network, while the transition
from the Int. Conn. to the Conn. happens when there are
440 nodes in the network. The corresponding values of the
network connectivity as we defined it earlier are 11% and
99.7%.

Let us now focus on the accuracy of the results that we
get from the distributed classification algorithm which is the
main contribution of this paper. As we can see from Table 2,
the distributed classification algorithm is in agreement with
the centralized one except from a small difference in the
transition from the Disconn. to the Int. Conn. class. This
occurs because the proposed algorithm is mainly based on
analytically calculated formulas for the quantities that the
centralized algorithm calculates deterministically. Thus, for
example, the value of the expected foremost journey is ana-
lytically calculated slightly less than TFJ , so the network is
classified as Int. Conn., while in the centralized classifica-
tion it is calculated deterministically slightly more than TFJ

so the network is classified as Disconn.
Furthermore, we get similar results for the scenario in

which the network area equals 2002, the transmission range
equals 30 and we vary the number of nodes (Figure 2(b)).
In this case the network is classified as Disconn. till there
are 10 nodes which corresponds to a network connectivity of
30%. Also, for number of nodes from 20 to 70, it is classi-
fied as Int. Conn. while for number of nodes more than 80,
the network is classified as Conn.. The network connectiv-
ity when there are 80 nodes in the network is approximately
98.6% which is quite high. For this scenario, we present
the accuracy of the distributed algorithm in Table 3. As we
can see, there are some differences only in the boundaries
of the network classes for the reasons that we described ear-
lier. Other than that, our proposed distributed classification
algorithm works like the centralized one, meaning that it de-
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(a) Network area = 2002, number of nodes = 50 and
varying transmission range

(b) Network area = 5002, number of nodes = 100 and
varying transmission range

Figure 3: Centralized classification when the network area and the number of nodes are constant and we
vary the transmission range

Table 4: Classification when network area = 2002, number of nodes = 50 and varying transmission range

Transmission range 10 15 20 25 30 35 40 45 50

Centralized Disconn. Disconn. Int. Conn. Int. Conn. Int. Conn. Int. Conn. Conn. Conn. Conn.
Distributed Disconn. Disconn. Int. Conn. Int. Conn. Int. Conn. Int. Conn. Conn. Conn. Conn.

Table 5: Classification when network area = 5002, number of nodes = 100 and varying transmission range

Transmission range 40 45 50 55 60 65 70 75 80

Centralized Disconn. Disconn. Disconn. Int. Conn. Int. Conn. Int. Conn. Conn. Conn. Conn.
Distributed Disconn. Disconn. Disconn. Disconn. Int. Conn. Int. Conn. Conn. Conn. Conn.

cides the same class of the network for each case and also,
it can be implemented in practice since it doesn’t assume a
centralized authority in order to make a decision.

We also present some other scenarios in which we vary the
transmission range (Figure 3) and the network area (Fig-
ure 4). The corresponding classification results are shown in
Tables 4 to 7. In all the cases, the classification results from
the two algorithms are pretty much the same.

As we can see from the figures, there is a correlation be-
tween the connectivity and the class that the network be-
longs to. Even if the value of the network connectivity is not
identical in the boundaries of the classes for the different pre-
sented scenarios, we can extract useful knowledge from this
experimentation. For example, a network connectivity be-
tween 40% and 70% implies that the network is not Disconn.
or Conn. To this end, the network connectivity can give us
a rough estimate of the network class without even knowing
the details of the network like the node mobility model or
the transmission range of the nodes.

6. CONCLUSIONS AND FUTURE WORK
In this paper, we have considered the problem of how to

determine the class that a mobile network belongs to, in a
distributed fashion. Our approach is based on a combina-
tion of measurements and analytical techniques. At every
timeslot, each node has an estimate of the class that the net-
work belong to. Based on this estimate, it can then select a
corresponding routing protocol to send its potential packets
to the destination inside the mobile network. We checked

the accuracy of our distributed classification algorithm with
a centralized one that has been proposed in the literature
and we concluded that the results are quite accurate.

In the future, we plan to apply the distributed classifica-
tion scheme to a different number of mobility models such
as the Community-based model [12] or group mobility mod-
els. In such cases, depending on the positions of the nodes,
their estimations about the class of the mobile network can
be totally different. Also, when a group mobility model is
applied, one node could have different class estimations for
different groups of nodes and not for the whole network.
Thus, for example it can decide that with some nodes it is
continuously connected, so it can use a Conn. routing pro-
tocol to send packets to them, while it can decide that for
some other nodes its connectivity is like the one in Disconn.
networks. Another point to consider as future work could be
the selection of the most appropriate routing protocol within
each class of mobile networks. Also, in the case of the Int.
Conn. networks, the classification algorithm could choose
the optimal number of copies that would be disseminated to
the network in order to minimize the transmission delay.

7. ACKNOWLEDGMENTS
Parts of this work have been supported by a USC Provost’s

Fellowship and a METRANS Transportation Center Grant.

8. REFERENCES

[1] E. M. Belding-Royer, C. E. Perkins, and S. R. Das.

Digital Object Identifier: 10.4108/ICST.WICON2008.4924 
http://dx.doi.org/10.4108/ICST.WICON2008.4924 



(a) Number of nodes = 50, transmission range = 15 and
varying network area

(b) Number of nodes = 20, transmission range = 30 and
varying network area

Figure 4: Centralized classification when the number of nodes and the transmission range are constant and
we vary the network area

Table 6: Classification when number of nodes = 50, transmission range = 15 and varying network area

Network area 402 602 802 1002 ... 1602 1802 2002 2202

Centralized Conn. Conn. Conn. Int. Conn. ... Int. Conn. Disconn. Disconn. Disconn.
Distributed Conn. Conn. Conn. Int. Conn. ... Int. Conn. Int. Conn. Disconn. Disconn.

Table 7: Classification when number of nodes = 20, transmission range = 30 and varying network area

Network area 802 1002 1202 1402 1602 1802 2002 2202 2402

Centralized Conn. Conn. Int. Conn. Int. Conn. Int. Conn. Int. Conn. Int. Conn. Disconn. Disconn.
Distributed Conn. Conn. Int. Conn. Int. Conn. Int. Conn. Int. Conn. Disconn. Disconn. Disconn.

Ad-hoc on-demand distance vector routing. IETF
MANET DRAFT, 2002.

[2] C. Bettstetter. Mobility modeling in wireless networks:
categorization, smooth movement, and border effects.
SIGMOBILE Mob. Comput. Commun. Rev.,
5(3):55–66, 2001.

[3] C. Bettstetter. On the minimum node degree and
connectivity of a wireless multihop network. In
MobiHoc ’02, pages 80–91, New York, NY, USA, 2002.
ACM.

[4] V. Borrel, M. H. Ammar, and E. W. Zegura.
Understanding the wireless and mobile network space:
a routing-centered classification. In CHANTS ’07,
pages 11–18, New York, NY, USA, 2007. ACM.

[5] O. Dousse and P. Thiran. Connectivity vs capacity in
dense ad hoc networks. In Proc. IEEE Infocom, Hong
Kong, 2004.

[6] D. B. Johnson, D. A. Maltz, and J. Broch. DSR: The
Dynamic Source Routing Protocol for Multi-Hop
Wireless Ad Hoc Networks, pages 139–172.
Addison-Wesley, 2001.

[7] Q. Li and D. Rus. Communication in disconnected ad
hoc networks using message relay. Parallel Distrib.
Comput., 63(1):75–86, 2003.

[8] R. Ramanathan, P. Basu, and R. Krishnan. Towards a
formalism for routing in challenged networks. In
CHANTS ’07, pages 3–10, New York, NY, USA, 2007.
ACM.

[9] T. Spyropoulos, A. Jindal, and K. Psounis. An
analytical study of fundamental mobility properties
for encounter-based protocols. Int. J. Auton. Adapt.
Commun. Syst., 1(1):4–40, 2008.

[10] T. Spyropoulos, K. Psounis, and C. Raghavendra.
Spray and wait: An efficient routing scheme for
intermittently connected mobile networks. In
Proceedings of ACM SIGCOMM workshop on Delay
Tolerant Networking (WDTN-05), pages 252–259,
2005.

[11] T. Spyropoulos, K. Psounis, and C. Raghavendra.
Efficient routing in intermittently connected mobile
networks: The single-copy case. IEEE/ACM
Transactions on Networking, 16(1):63–76, 2008.

[12] T. Spyropoulos, K. Psounis, and C. S. Raghavendra.
Performance analysis of mobility-assisted routing. In
MobiHoc ’06, pages 49–60, New York, NY, USA, 2006.
ACM.

[13] A. Vahdat and D. Becker. Epidemic routing for
partially connected ad hoc networks. Technical report,
Duke University, CS-200006, 2000.

[14] W. Zhao, M. Ammar, and E. Zegura. A message
ferrying approach for data delivery in sparse mobile ad
hoc networks. In MobiHoc ’04, pages 187–198, New
York, NY, USA, 2004. ACM.

Digital Object Identifier: 10.4108/ICST.WICON2008.4924 
http://dx.doi.org/10.4108/ICST.WICON2008.4924 


