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ABSTRACT

The paper studies a relay network that comprises multi-
ple source nodes, one common multi-antenna relay node
and multiple destination nodes. The transmitting nodes
(source and relay) have access to channel information and
to some interference-related information. A noncooperative
game model is used to address the distributed resource al-
location problem among different source nodes. Quality-
of-Service-aware source nodes opportunistically select their
transmission resources while a multi-antenna channel-aware
relay node assigns the resources at the relay in a way that
maximizes the sum of utilities at the destination nodes. The
beam allocation game is a potential game for which the im-
plicit joint objective (potential) of the source nodes formal-
izes a trade-off between the sum of individual utilities and
the sum of congestion costs. Numerical examples illustrate
the performance of opportunistic channel allocation.
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1. INTRODUCTION
Relays have been used recently in diverse applications in

wireless systems, including large-scale broadcast networks
such DVB and their use has been proposed recently e.g. in
IEEE 802.16 standardization for OFDMA systems. Relay
nodes improve communication between a source and a des-
tination by decomposing one link into one or multiple shorter
links.

In this paper, we address a (partially) distributed resource
allocation problem in a multi-channel relay involving mul-
tiple source nodes, one multi-antenna relay node and one
destination node. The source nodes compete for the use of
the spatial channels (beams) between the source and the
relay, avoiding collisions via feedback control. The multi-
antenna relay node is seen as a network element that has
access to channel state information. Its task is to reassign
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the resources at the relay so that network performance is
optimized. The relay may reassign a received subchannel
(beam) to a different output subchannel (beam), thereby
controlling the performance of selected sources.

In single source, single destination case, with one antenna
at relay, related work has established algorithms for de-
termining the subcarrier reassignment in connection with
OFDM or OFDMA systems [4, 2, 5]. In this paper, like in
[5], we extend these to the case of multiple source nodes com-
peting for a limited number of resources at the relay node. In
this paper, the competition is applied spatial channels both
at relay node input and relay node output whereas [5] con-
siders a single-antenna system. The approach to distributed
resource allocation is based on noncooperative game theory
[6]. Assuming noncooperative (distributed) resource alloca-
tion, the source nodes only need local channel quality in-
formation to decide the individually optimal allocation. In
a game model of distributed resource allocation, QoS-aware
nodes are assumed to assign the subchannels (beams) in a
way that maximizes individual utilities (e.g. in terms of
signal-to-noise ratio or capacity).

The game formulation is similar in this paper and in [5].
However, in this paper the game problem is elaborated as a
potential game [3] for which the implicit joint objective (po-
tential) of the noncooperative source nodes can be stated in
closed form. The potential function of the beam allocation
game suggests that the game problem corresponds to a prob-
lem to optimize a trade-off between the sum of individual
utilities and the sum of congestion costs. Furthermore, the
game problem is formalized as sequential game of imperfect
information [7].

The paper is structured as follows. Section 2 formalizes
the multi-antenna signal model for a multiuser two-hop re-
laying scheme. Section 3 studies a potential game model for
distributed beam allocation. For simplicity, transmit power
is assumed to be constant. Numerical examples are dis-
cussed in section 4. Section 5 concludes.

2. SIGNAL MODEL

In our system model, each source and destination node
have only one transmit and receive antenna, but the relay
node in between has Nt antenna elements in both reception
and transmission. In the two-hop system transmission and
reception occur at different times (or at different frequency)
so as to avoid self-interference at relay. We assume that
there is the same number of beams in both links, i.e. p, p′ ∈
{1, ..., P} and that these do not depend on the channels.



However, the nodes are channel-aware in the sense that they
can measure the effective channel quality that results from
using any prescribed beam indices. The interpretation is
that there are P random beams in each link, and these are
used sequentially so that at any given time only one of them
is active.

The signal received from source m at relay using receive
beam p′ is given by

zm[p′] = w
H
p′hmx[m] + n2[p

′],

where noise at relay n2 is assumed to be iid circular Gaus-
sian (with variance σ2

2), x[m] is the transmitted symbol, and
wp represents the receive beam at the relay. Correspond-
ingly, since we consider an amplify-and-forward relay, the
relay transmits the symbol zm[p′] and the destination node
receives

ym[p] =
p

λ[p′](vH
p emz[m] + n3[p]),

where n3 is noise at destination (with variance σ2
3) and Nt-

dimensional vectors vp and em represent the pth transmit
beam at relay and the channel between relay and mth des-
tination, respectively. Possible power allocation at relay is
modelled with λ[p′]. For example, with

λ[p′] = (|dm[p′]|2 + σ2[p
′]2)−1/2,

the transmit power at relay is normalized to unity.
To simplify notations in what follows, we write

dm[p] = |wH
p hm|2

and

qm[p] = |vH
p em|2.

A signal that is transmitted from the source is received
at relay using beam with index p′. Thereafter, it is retrans-
mitted using amplify-and-forward protocol using a transmit
beam with index p. Thus, the destination node (Node 3)
receives

ym[p] = qm[p]λ[p′](dm[p′]x + n2[p
′]) + n3[p]. (1)

Hence, indices p and p′ allow us to model beam reassignment
at relay. This is, in what follows, captured by a permuta-
tion matrix T. The element tp,p′ = 1 if receive beam p′

is assigned to transmit beam p at relay output, otherwise
tp,p′ = 0.

For a given assignment (p, p′) the received signal power
may be easily computed to be for source-destination pair m

Sm[p, p′] = |dm[p′]λ[p]qm[p]|2. (2)

Likewise, the noise power is

Nm[p, p′] = σ3[p]2 + |λ[p]qm[p]|2σ2[p
′]2 (3)

assuming that an amplify-and-forward relay is used. Conse-
quently, the effective signal-to-noise ratio (SNR) at destina-
tion for the assignment (p, p′) is

γm
3 [p, p′] = Sm[p, p′]/Nm[p, p′].

The link-specific signal-to-noise-ratio in the p′th received
beam for the source-relay link, and for the pth transmit of
the relay-destination link, are defined as

γr,m[p′] = |dm[p′]|2/σ2[p
′]2,
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Figure 1: Network with m source nodes, one multi-

antenna relay node and one destination node. Feed-

back messages between relay and each source, and

destination and relay, are denoted by z1 and z2, re-

spectively.

and

γd,m[p] = |qm[p]|2/σ3[p]2.

Using these notations, we can rewrite SNR at the destination
node as

γm
3 [p, p′] =

γr,m[p′]γd,m[p]

γr,m[p′] + γd,m[p] + 1
. (4)

In a multiuser system there are m source nodes, each ac-
cessing a respective destination via one of the P input and
output beams of the same relay. In the considered case, the
same beam can be assigned only to one user at a time. To
account for this, and aid distributed assignment, the relay
node signals the source nodes vector z1 ∈ {0, 1}P , which
contains crude information pertaining to interference power
in different beams at the receiver of the relay node. In the
simplest case, the relay sets z1[p

′] = 1 if beam p′ is feasible
for the considered source node, otherwise z1[p

′] = 0. The
feasibility can be determined by comparing the γ3[p

′] at des-
tination to some threshold or simply by setting z1[p

′] = 0 if
beam p′ is already assigned to another user. Analogously,
the destination node signals the relay node z2 ∈ {0, 1}P , as
shown in Fig. 1.

The interference information z1 and z2 is used at the relay
node to modify the effective noise power in model (3) with

σ2
2 [p′] ← (1 − z1[p

′])σ2
0 + z1[p

′]σ2
2 [p′] (5)

and

σ2
3 [p] ← (1 − z2[p])σ2

0 + z2[p]σ2
3 [p], (6)

where we set σ0 = ∞ if a beam is punctured or unavailable
for the user of interest.



3. DISTRIBUTED BEAM ALLOCATION
A sequential game is one in which players make decisions

following a predefined order, and in which at least some play-
ers can observe the moves of players who preceded them.
The beam allocation game can be modelled as a sequential
game as follows. First, at the source-destination link there
are m source nodes competing for a limited number of sub-
channels (beams). The relay node can observe the choices
of the source nodes. At the relay-destination link, the relay
is assumed to choose an optimal beam allocation over users
given channel information. It is not realistic to assume that
the source nodes are able to observe the channel quality at
the relay-destination link and the choices of the relay. Thus,
the beam allocation game is one of imperfect information
that can be modelled as a Bayesian game. In a Bayesian
game a player (source) knows neither the other players’ (re-
lay’s or the other source nodes’) private (local) information
not his strategy choices [6, 7]. The sequential beam alloca-
tion game can be outlined as a dynamic game with three
stages:

1. Nature chooses the ”type” of the relay node, specifying
the subchannels available at the relay-destination link;

2. Noncooperative source nodes decide on the beam allo-
cation at the source-relay link;

3. Relay node decides on the beam allocation at the relay-
destination link, observing its ”type” and the beam al-
location in the preceding stage.

Formally, let τ i
1[p] = 1 if i gets beam p and let τ i

1[p] = 0
otherwise. For the source relay-link, the source nodes de-
cide on the beam allocation as noncooperative players. Let
τ i
2[p

′] = 1 if i gets subchannel p′ and let τ i
2[p

′] = 0 otherwise.
Assuming ith source obtains assignment (p, p′), the utility
of source nodes i = 1, ..., m, first assuming for simplicity
perfect information, can be defined as

γi
3[p, p′]τ i

1[p]τ i
2[p

′] =
γi
12[p

′]γ23[p]

γi
12[p

′] + γ23[p] + 1
τ i
1[p]τ i

2[p
′]. (7)

As γi
12[p

′] depends of the source index i and each source-to-
relay channel is independent of each other, the source nodes
have different valuations for a given allocation (p, p′).

In a distributed noncooperative system each source maxi-
mizes the expected value of its individual utility function (7)
taking as given the strategy choices of other source nodes.
In general each node may choose more than one subchannel
for each link. Let I denote the set of subchannels available
to all source nodes and let J denote the set of subchannels
at relay. As an example, the utility of source i could be
defined as the sum

ui(τ i
1, τ

i
2) =

X

p∈I

X

p′∈J

γi
3[p, p′]τ i

1[p]τ i
2[p

′], (8)

where τ i
1 = {τ i

1[p]} and τ i
2 = {τ i

2[p
′]}.

Fairness in a distributed channel-allocation game could be
achieved via absolute resource constraints, e.g. requiring for
each i = 1, .., m:

M ≤
X

p′∈J

τ i
2[p

′] ≤ H, (9)

where M denotes the minimum number of subchannel pairs
to be assigned to a given source and H denotes a maximum

number of subchannel pairs to be assigned. At the relay,
fairness can be formalized by analogous resource constraints:

M ≤
X

p∈I

τ i
1[p] ≤ H (10)

Definition 3.1. A distributed subchannel allocation game
can be defined by m + 1 problems where each source i =
1, ..., m maximizes the expected value of utility ui given in
equation (8) with respect to τ i

2 subject to ith constraint (9)
taking as given the allocation at the relay τ1 = {τ i

1}; the
relay node is the m + 1st player solving

max
{τi

1
}

X

i

ui(τ i
1, τ

i
2). (11)

To define a solution concept to the imperfect information
game in Definition 3.1, the concept of a Bayesian Nash equi-
librium [6] can be applied. However, due to the simple form
of the utility functions in (4), the imperfect information
game can be reduced to a game of perfect information as
follows. Consider source node i deciding on its subchannel
allocation in the absence of knowledge of the subchannel al-
location at the relay. Assume for example, that the source
nodes choose their strategies asynchronously in a random or-
der. The ”type” information regarding the relay node then
can be thought of as including both the update order and
the channel information for each update order. Without
loss of generality, assume source node i is the first to choose
its beam allocation, and the channel at relay can be either
”good”or ”average”, implying E[γd,m[p]] > 0. Independently
of the channel quality at the relay, it can be seen from (4)
that the optimal strategy of node i is to pick its M best
beams. Assuming E[γd,m[p]] > 0, the preference ordering of
subchannels {p′} ∈ J implied by γi

3[p, p′] is the same as that
implied by γi

r,m[p′]. To simplify the distributed allocation
problem, a simplified utility of source i can be defined as:

ui
s(τ

i
2) =

X

p′

γi
r,m[p′]τ i

2[p
′] (12)

where τ i
2 = {τ i

2[p
′]}.

Definition 3.2. A simplified subchannel allocation game
with perfect information can be defined by m + 1 problems
where each source i = 1, ..., m maximizes simplified utility
ui

s(τ
i
2), given in equation (12), subject to ith constraint (9)

(Stage 1) and the relay node solves problem (11) with utility
ui in (8) (Stage 2).

Letting τ−i
2 and τ−i

1 denote the subchannel allocations
of users other than i at the source and relay, respectively,
Nash equilibrium τ i

2, i = 1, ..., m in Stage 2 of the simplified
sequential game can be defined by inequalities:

ui
s(τ

i
2, τ

−i
2 ) ≥ ui

s(τ
i
2
′, τ−i

2 ), i = 1, ..., m (13)

where τ i
2
′ 6= τ−i

2 , i = 1, ..., m.
The solution to the relay’s problem (11) is discussed in [5],

where it is shown that the related assignment problem can
be solved by pairing subchannels of the same rank (ordered
by QoS) with each other.

Potential Game

Recently, [3] has observed that many resource allocation
problems in congested networks can be modelled as a po-
tential game. The beam allocation game is another example



of a potential game, with an implicit joint objective function
(potential):

Proposition 3.3. Consider the game defined by utility
functions ui

s, i = 1, ..., m in (12), assuming for simplicity
that τ i

2[p
′], i = 1, ..., m, for each subchannel p′ is continuous.

The potential function Φ corresponding to this game can be
stated as:

Φ =
X

i

ui
s − L

X

p′

X

i<j

τ i
2[p

′]τ j
2 [p′] +

X

i

λi
2(H −

X

p′

τ i
2[p

′])

(14)
where L is a large number and λi

2 is the Lagrangean multi-
plier for ith constraint (9).

Proof. The first order optimality condition for maximiz-
ing Φ with respect to τ i

2[p
′] can be stated as

γi
12[p

′] − L
X

j 6=i

τ j
2 [p′] − λi

2 ≥ 0. (15)

Recall the definition of the interference power in (5). When-
ever τ j

2 [p′] = 1 for j 6= i, the congestion signal z1[p
′] = 0 to

source i, and the value of the interference power for source i,
σ2

2 [p′], becomes ∞. Thus, inequality (15) coincides with the
condition for τ i

2[p
′] being the best-reply of i to the strategy

choices of nodes j 6= i. Since the best-reply of each source
node i can be obtained by maximizing Φ subject to (9), Φ
can ce considered as the implicit joint objective in the beam
allocation game.

The potential function Φ in (14) models a tradeoff between
the sum of utilities and the sum of congestion costs. The
optimal solution to maximizing simple linear utility ui

s sub-
ject to ith constraint (9) is to pick H best available beams.
Given congestion information, each source node makes an
efficient decision. Similarly, it can be shown that the poten-
tial function φ̃ for the game problem in Definition 3.2 can
be written as:

φ̃ =
X

i

ui − L
X

p′

X

i<j

τ i
2[p

′]τ j
2 [p′] (16)

+
X

i

λi
2(H −

X

p′

τ i
2[p

′]) +
X

i

λi
1(H −

X

p

τ i
1[p])

+
X

i

λ̃i
1(

X

p

τ i
1[p] − M),

where λi
1 and λ̃i

1 denote the Lagrangean multipliers for ith
resource constraints in (10).

The game defined by payoff functions (8) or (12) (with
constraints (9)) is a potential game. Recent work in [3, 1] on
potential games has specified conditions under which a Nash
equilibrium can be found using a simple greedy iteration
where each user chooses its individually optimal allocation
given the strategy choices of other nodes. For example with
utilities ui

s, i = 1, .., m a convergent distributed resource
allocation algorithm can be defined as follows:

Definition 3.4. Assume the source nodes update their
subchannel strategies asynchronously in a random order. A
distributed subchannel allocation algorithm can be defined for
tth iteration as the problem of source i:

max
τi

2
(t)

ui
s(τ

i
2(t)), (17)

subject to ith constraint (9).

4. PERFORMANCE
The proposed models for spatial channel allocation at re-

lay are are evaluated below numerically. We assume that
the elements of 1×Nt dimensional source-to-relay channels
of each user, and the Nt×1 dimensional relay-to-destination
channel are each iid Rayleigh distributed. The two sets {wp}
and {e}, comprise each an unitary set of Nt-dimensional
beams. The average SNR of each beam is set to 6 dB in
both relay links and performance is evaluated for different
cases, with Nt = 1, 2, 4, 8, 16 antennas or beams in both
relay input and output.

The users in the source-to-relay link select the beam in-
dices sequentially from the set of available beams (cf. Defini-
tion 3.4 and equation (12)). This set is known to each source
via vector z1, which is broadcasted from the relay node to
following source node after a user has reserved her beams
or antennas at the relay node. In the reservation process
the first user is in a preferred position, since she selects the
indices of P1 best beam from all P available beams. The
next source selects the best beam from P − P1 remaining
beams, and so on. The last user in the selection process is
left with Pm beams, i.e. those that no other source appreci-
ated. Hence, first source obtains largest selection diversity
gain, and the last has no selection diversity gain. As ex-
plained above, with four users Pm = 4, ∀m and with sixteen
users Pm = 1, ∀m, and in both cases

P

m Pm = P . This
applies to the source-to-relay link only. With sixteen users,
each user is allocated one distinct beam in both source-to-
relay and relay-to-destination link. In the experiment with
four users, each user has four beams that are solely used by
them.

Having selected the relay receive antennas or beams, as
described above, the relay determines the associated output
antenna or beam indices. When this is done using the as-
signment method (legend ’with assignment’ in Fig. 2 and 3)
the relay transmits via the optimal channel-dependent relay
input and relay output antennas pairs by solving equation
(11) that leads to network optimal capacity. For compari-
son, the output antenna may also be predefined e.g. so that
an input antenna/beam p is always connected to relay out-
put antenna/beam p. Performance using this approach is
labelled as with legend ’no assignment’ in Figs. 2 and 3.

The effect of optimal assignment at the multi-antenna re-
lay is depicted most clearly with the solid lines in Fig. 2.
Therein (labeled with ”No Assignment”), the relay trans-
mits to an arbitrary destination. Optimal assignment refers
to the optimal assignment of output beams at relay. This
is obtained as the solution to problem (11), taking as given
distributed source-to-relay subchannel allocation. With only
one relay antenna, assignment is obviously irrelevant. With
increasing Nt both approaches benefit from multi-antenna
gain at relay input, but only if assignment is used is the
relay-to-destination link useful.

Figure 3 shows the capacities for different users, reflect-
ing fairness. Clearly, not using optimal assignment results
in a more equal resource allocation at the cost of average
capacity.

5. CONCLUSION
The multiuser beam or antenna assignment problem in a

multi-antenna amplify and forward relay is formulated as
a distributed resource allocation problem. Each user is a
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noncooperative player in a resource allocation game formu-
lated as a potential game. The potential function for the
beam allocation game captures a trade-off between the sum
of utilities and congestion costs. Numerical examples, as-
suming constant transmit power, illustrate the performance
of distributed beam assignment; opportunistic channel allo-
cation implies a trade-off between the average capacity and
fairness.
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