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Abstract—In this paper, we address the spectrum sensing task 

of cognitive radio from Bayesian detection (BD) perspective. We 
first show that BD essentially simplifies to classical energy detec-
tion (ED) under Gaussian signal assumption but the threshold 
setting has more degrees of freedom to optimize the sensing per-
formance, e.g., against given spectrum utilization. Then we pro-
pose a novel BD based algorithm where the sample energy is cal-
culated iteratively, and the odds ratio is used to quantify the 
measurement reliability. Depending on the reliability, either a 
hard decision is forced or the algorithm progresses to accumulate 
more sample energy. When working under unknown SNRs, this 
allows the detector to reach reliable sensing decisions by using 
adaptive sample window, thus providing advantage over classical 
ED where fixed threshold is used regardless of channel condi-
tions. Extensive computer simulations are provided to illustrate 
the performance advantages against classical ED in terms of e.g. 
sensing time.  

I. INTRODUCTION  

The radio frequency (RF) spectrum as a very limited natu-
ral resource has inspired the concept of cognitive radio (CR) 
[1] that aims to utilize this resource more efficiently. In the 
past decade, there has been intensive research on spectrum 
sensing which is an essential ingredient in CR. There are re-
cent surveys, e.g. [1] and [3], summarizing most of the pro-
posed and applied spectrum sensing methods. Among these, 
perhaps energy detector (ED), cyclostationary based detection, 
and eigenvalue or covariance based detection are the most 
well known ones. Though these methods differ from each oth-
er in terms of complexity and the required information (e.g. 
noise or signal variance), none of them has the capability to 
utilize any prior information of the primary user spectrum uti-
lization rate, if available, in the final sensing decisions.  

On the other hand, Bayesian approach has the inherent ca-
pability to use such statistical primary user channel utilization 
information. The application of Bayesian methods to spectrum 
sensing problem has recently started to attract more attention. 
In [4], the Bayesian philosophy is used to establish a rigorous 
mathematical foundation for cognitive radios. In [5], optimal 
and suboptimal Bayesian detectors are studied for a primary 
user that is assumed to use a BPSK signal. A more interesting 
case is studied in [6] where the primary user is assumed to be 
a general Gaussian signal impaired by a Rayleigh fading 
channel. A generalized likelihood ratio test is used for the de-
tection under the assumption of multiple sensors and observa-
tions. One drawback of Bayesian approach which is also en-
countered in this paper is the difficulty in the computation of 
posterior probabilities or distributions of interest when there are 

unknown parameters such as signal and noise power [2], [7]. In 
[7], a generalized likelihood ratio-test (GLRT) is presented that 
studies optimal solutions under different combinations of 
known/unknown noise power and signal covariance matrix. 

In this paper, we apply the Bayesian approach to the spec-
trum sensing problem in a different way than [7], building on 
the assumption that the primary signal is complex Gaussian 
process distorted by an independent additive white Gaussian 
noise (AWGN) process. Thus as a whole, the received compo-
site signal is also complex Gaussian; this is elaborated more in 
Section II. Since we will be comparing the Bayes detector (BD) 
against classical ED, an overview of ED is given first in the 
same section. Then, the optimum detection rule for Bayesian 
approach, with arbitrary PU utilization and Bayes penalties, are 
derived in Section III. Following that in Section IV, we propose 
a novel iterative algorithm that builds on the derived general 
Bayesian framework in Section III and aims to perform as well 
as the classical ED in terms of false alarm probability ( FAP ) and 
detection probability ( DP ) but requiring fewer samples (i.e. 
shorter observation window) on average. In Section V, comput-
er simulation results are provided illustrating the equality of the 
performances for proposed iterative BD and classical ED as 
well as a significant decrease in the required number of samples 
and hence sensing time and arithmetic complexity. Finally Sec-
tion VI draws the conclusion. 

II. PRINCIPAL SIGNAL MODEL AND ENERGY DETECTION 

Based on above assumptions of Gaussian PU and Gaussian 
noise, the composite received signal is always Gaussian. To 
be precise, we assume that the real and imaginary parts of the 
received complex signal samples iy  are modeled as i.i.d. 
Normal variables having variance v , 

 | (0, ), | (0, )re im
i iy v v y v v N N  (1) 

Above, and also in the continuation, |a b  denotes that the 
random variable a  is conditioned on b . The parameter q  that 
indicates the absence ( 0q = ) or presence ( 1q = ) of PU 
signal determines the variance of the total received signal. In 
the absence of the signal the real and imaginary parts of the 
signal both have Gaussian distribution with variance 0v  
whereas in the presence of the signal this variance is 1v , i.e., 

2
0 [ | 0]iv E y q= =  and 2

1 [ | 1]iv E y q= = . The signal 
to noise ratio (SNR) is denoted by r  and is defined as, 
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An energy detector calculates the sample energy out of N  
received samples by 

 2 2
1

1
[( ) ( ) ]

2
N

re im
i ii

s y y
N =

= +å  (3) 

and compares it to a chosen threshold g  and decides on 
1q =  if and only if s g> . The performance measures, 

namely the probability of false alarm FAP  and probability of 
detection DP , are defined as 
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where (.)Q  is the classical Q-function and the approximation 
is tight for large N . 

A. Classical Energy Detection: Unknown SNR 

In the context of CR, typically only noise power is availa-
ble at the receiver and there is no knowledge on the possible 
signal power and hence no knowledge on SNR. In such case, 
the threshold design is purely based on a target FAP  and num-
ber of samples N . As in well known from the literature, the 
threshold in that case, guaranteeing a given FAP  for known 
noise variance 0v  is 
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B. Classical Energy Detection: Known SNR 

In a hypothetical case where SNR is assumed to be known, 
then the threshold could be chosen based on either a target DP   
or a target FAP . Such design for given target DP  would have 
the threshold 
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as is easy to show. Another design strategy would be to set 
both a target DP  and  FAP  and determine the N  that satisfy 
both. The needed number of samples can be easily derived as 

1 1 2[( ( ) ( )(1 ))/ ]FA DN Q P Q P r r- -= - +  .  
Obviously in all the design strategies described above, one of 

the underlying assumptions is that there is perfect knowledge of 
the noise variance. When there is noise uncertainty, it has been 
shown that there is serious degradation in the performance, and 
the choice of threshold and sample-size N  is more complicated 
[8].  

III. BAYESIAN APPROACH TO SIGNAL DETECTION 

In this Section, we will develop a framework of Bayesian 
philosophy applied to signal detection in CR which is also 
partially discussed in the existing literature. Starting from the 
so-called Bayesian inference that is the posterior likelihood or 
probability of  q , the form of the detector and the correspond-

ing detection rules will be presented. This framework will 
then be deployed in Section IV to develop iterative Bayes de-
tector for spectrum sensing. 

A. Bayesian Inference 

The overall received vector is the concatenation of real and 
imaginary parts, written here as 1 1[ , , , , , ]re re im im

N Ny y y y=y   . 
The pdf of y  is in the form of standard multivariate normal 
distribution of the form ( | )

s
NN vp v v e

--µy . The proportion-
ality sign is used to omit the scaling constant and such nota-
tion will be used for most of the upcoming probability distri-
butions. This is because constant scaling does not have any 
influence on the final results. In the case where the variance is 
known perfectly once q  is provided, the conditional distribu-
tion of v  is ( | ) ( )p v v vqq d= - . Furthermore, the prior of 
q  is denoted in the continuation as 1 : Pr( 1)p q= =  and 

0 : Pr( 0)p q= = .  
Now, using the Bayes rule, the joint posterior distribution 

of q  and v  is given as  

 ( , | ) ( | ) ( | ) ( ) ( | )
s

NN vp v p v p v p v e p v qq q q q p--µ µy y  

Marginalising out v  and then inserting ( | ) ( )p v v vqq d= -  
yields 
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B. Detection Rule 

For notational purposes, we “encode” the alternatives for 
decision of presence and absence as 1a =  and 0a = . Then 
we introduce the loss or penalty function ( , )L a q  whose val-
ues can be summarized by the following table as 

 

 0q =  1q =  

0a =  

   1a =

0                MDL  

FAL                0  

 
where MDL  and FAL  indicate the penalties for missed detec-
tion (MD) and false alarm (FA), respectively. Given the 
measurements (i.e., received signal), the expected losses are 
then 
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Then the best decision that minimizes the expected loss is to 
decide 1a = , if [ (1, | )] [ (0, | )]E L E Lq q<y y   which can be 
written in form of odds ratio as,  
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where 1 0 1 0 1 0ln( / )/( )v v v v v v v= - . Notice that in [2], [7], 
the ratio of interest is ( | 1)/ ( | 0)p pq q= =y y  as opposed 
to (10) and hence the channel utilization information 1p  and 



0p  are not part of the solution.  After some manipulations, (10) 
can be shown to be equivalent to  

 ( )1 0 0

1 0 1

1
. . ln
( )

BD r
v v

s v L
N v v

p
g

p
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-
 (11) 

where /r FA MDL L L=  denotes the loss ratio. The right hand 
side of (11) gives the optimum threshold that minimizes the 
expected value of the posterior loss. The fact that the ratio of 
posterior odds is simplified to comparing the sample energy 
against a threshold is a similar result as developed also in Sec-
tion IV.A of [7] when both noise and signal are white Gaus-
sians and the noise variance is known.  

Note that the threshold value in (11) requires the knowl-
edge of 1v  (the variance of the signal) which is not necessar-
ily directly available in a SU device. However, one interesting 
observation is that if we plug in an arbitrary value for the SNR 
in (10) and then set the loss ratio as 

 1
( log(1 ))1
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this will ensure the equality for the thresholds of BD and the 
ED, i.e., 1

0 0( ) /BD ED FAQ P v N vg g -= = + . The interpre-
tation of the above action in some practical detection scenario 
can be explained via an example. For instance, if we have say 
-15 dB for the SNR and calculate the odds ratio, then the cal-
culated value of odds tells what is the chance that there is sig-
nal of -15 dB against pure noise with that particular measured 
sample energy s . This gives a reliability value after which the 
detector might give a hard decision by using ED

rL  that guaran-
tees certain target FAP  or might take some further actions such 
as waiting for more samples to calculate an improved estimate 
of sample energy which in turn will give sensing result that 
has higher reliability. This will be the main ideology in deriv-
ing the iterative BD-based sensing scheme in the forthcoming 
Section IV. 

In a more general case where the loss ratio rL  is chosen ar-
bitrarily, the corresponding FAP  and DP  are plotted in Fig. 1 
and Fig. 2. The performance of “classical” ED with designs 
based on target FAP  and DP  are plotted as well. When thresh-
old is based on a target FAP  then corresponding DP  is mono-
tonically increasing for ED which is the natural consequence 
of equation (5). There the argument of the Q-function is de-
creasing by increasing SNR causing an increase in the value 
of the function. When the design is based on a target DP  and 
hence on a threshold given by (7), then it can be easily shown 
that the argument of the Q-function in the expression of FAP  
is again monotonically increasing. Consequently this results in 
a monotonic decrease in the value of FAP  by increasing SNR. 
However, in case of Bayes detector (BD), the threshold in (11) 
is a more complicated function of SNR. This can result in sce-
narios where either FAP  or DP  (or both) have a non-
monotonic behavior vs. SNR. Such increasing-decreasing be-
havior is visible in Fig. 1 and Fig. 2 for e.g. the FAP  when 

1rL =  and 0 0.75p =  and for the DP  when 0.2rL =  and 
0 0.5p =  or 0 0.75p = . A general conclusion is that when 

the channel utilization rate and SNR are known, then for fixed 
N  the BD-based threshold selection in (11) provides an inter-
esting and useful trade-off between FAP  and DP  which can be 
controlled via the loss-ratio. For instance, if we have a reason-
ably challenging SNR level of say -15 dB and 0 0.75p = , 

then Fig. 1 shows that the DP  performances of BD with 
1rL =  and 0.2rL =  are very close to that of ED with target 
0.99DP = . At the same time, the corresponding FAP  perfor-

mances for BD are somewhat better than those of ED.  

IV.  ITERATIVE BAYES DETECTOR 

In the previous Section, we have developed the tools for 
Bayesian inference and the corresponding detection rules. It 
was shown by equation (11) that the Bayes detector has the 
same form as ED where the sample energy s  is compared 
against a certain threshold. It was mentioned that when the 
loss ratio rL  is chosen as in (12), then the same threshold of 
an ED given in (6) which is based on a target FAP  is obtained. 
Then the false alarm and detection performance of more gen-
eral case for arbitrary loss ratio rL  was also discussed through 
some example cases. However, in these general cases the re-
ceiver needs the knowledge of SNR which may not always be 
possible. In this section, we will present a novel iterative algo-
rithm that uses the Bayesian philosophy but without explicit 
SNR knowledge, to have sensing performance as good as the 
classical ED but using fewer samples on average. As will be 
presented in Section V, the required sensing time can be half of 
an ED under reasonable assumptions. This is already a notewor-
thy decrease in the computational complexity and hence in the 
sensing time especially for large number of samples. 

A. Motivation 

For a cognitive radio that is operating for a considerably 
long time, it is reasonable to assume that the SNR values (if 
PU signal is present) are changing. In other words, it is rea-
sonable to assume an interval of SNR values that the CR de-
vice can experience during its life span. In classical ED where 
threshold is designed by a target FAP  and used sample size N , 
the detector is unable to take advantage of good SNR situa-
tions where a sensing decision could have been reached with 
much smaller number of samples. Obviously a high SNR 
situation is reflected to the sample energy s  and with even 
smaller number of samples than the maximum available, de-
noted here by N , a smarter detector can “judge” a clear sign 
for the existence of the signal.  

The smartness of the detector is determined by its ability to 
understand how reliable the current calculated sample energy 
s  is. The classical ED doesn’t have such tools whereas the 
odds ratio given in (10) allows a Bayes detector to assign a 
reliability value to the decision for that particular calculated s  
and the used sample size. In the following sub-section, we will 
give the details of the mentioned novel algorithm which starts 
by calculating the sample energy with small sample window 
and iteratively accumulates more accurate sample energy es-
timate until a required confidence level is reached and final 
sensing decision is forced. 

B. Iterative Algorithm 

The starting point and objective for the algorithm deriva-
tion is to develop a sensing solution which always performs 
(at least) as good as the classical ED in terms of FAP  and DP  
but with an additional target of reaching the performance with 
shorter sensing time on average, when the primary user signal 
variance is unknown and also varies from sensing realization 



to another. We first start by noting that when the target FAP  
and the allowed number of samples N are specified for an ED, 
then it is possible to find the SNR value for the ED where 
successful detection with probability of say 0.99DP =  is 
possible. That value will be referred to as the SNR at which 
almost sure (a.s.) detection is feasible and it is given by the 
following formula 
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where EDg  is given by (6). As noted already above, one of the 
objectives of our algorithm development is not to accept any 
inferior DP  performance compared to that of ED. Therefore 
we have to set a rule such that with the s  that is calculated out 
of fewer samples than N above, we should still be guarantee-
ing a.s. detection for 0.99r  given by (13). This rule is de-
scribed below: 
 

Rule 1: 
   i)   Set a high value for target odds, for e.g. 1 99tgtF =    

  ii)  For n N< , calculate odds for 0.99r  and compare it 
against 1

tgtF .. 

 iii)  If 1
tgtF > F , decide 1q = ; else increase the number of 

samples n  and go back to ii) until you reach the maxi-
mum allowable number of samples specified for ED. 

 
Now assume that an ED has a target FAP  that is e.g.  

0.01FAP =  and the provided N  is 410  and consequently 
0.99 13.5r = - dB. In other words, an ED whose threshold is 

given by (6) achieves 0.99DP =  at 13.5- dB. When the 
above rule is applied, a sample energy s  is first calculated 
with n N<  for e.g. 310n = . Then the odds ratio is calcu-
lated for that particular ( , )s n  pair which translates to “the 
odds of a signal with SNR of 0.99r  against pure noise for the 
pair ( , )s n ”. Note that for a fixed SNR value such as 0.99r , the 
odds given by (10) is a monotonically increasing function 
with increasing s . Hence the larger s  is, the larger the odds 
and higher the confidence for q  being equal to 1 .  The target 
odds, 1

tgtF , then tells when the pair ( , )s n  produce a result that 
is highly reliable  to force a decision. The pessimistic looking 
number of 99  is chosen as an illustrative example, in order 
not to cause any inferior FAP  performance. Hence a decision 
is given only when 1q =  is at least 99  times more likely 
than 0q =  . Also note that by algebraic manipulations we 
can turn the comparison 1

tgtF > F  in the third step of Rule 1 
to the form 1,ns g>  where 1,ng  is given as 
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where 0.99 0.990.99 0 0.99(1 ) log(1 )/v v r r r= + +  . 
By similar philosophy we can also set a rule for deciding on 

0q =  at an early stage. This rule is described below, 
 
Rule 2: 

   i)   Set a low value for target odds, for e.g. 0 1/99tgtF =    

  ii)  For n N< , calculate odds for 0.99r  and compare it 
against 0

tgtF .. 

 iii)  If 0
tgtF < F , decide 0q = ; else increase the number of 

samples n  and go back to ii) until you reach the maxi-
mum allowable number of samples specified for ED. 

 
Similar to Rule 1, a decision of 0q =  is given prior to reach-
ing maximum allowable samples N  only if the odds favor 0  
at least 99  times more than it favors 1 . Again it is possible to 
turn the comparison 0

tgtF < F  into the form 0,ns g<  where 
0,ng  is given as 
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Now by Rule 1 and Rule 2, we have given the rules for de-
ciding on 1q =  or 0q =  when s  is calculated out of n  
samples where n N<  . In practice a predetermined set of 
values can be used in the iterative step such as 

1 2[ ]Mn n n n= 
 
where 1 2 Mn n n N< < < = . Hence, 

there is at most M  iterations if the intermediate value of s  is 
not sufficient to produce a result that is enough to make a de-
cision. In that case, when n  reaches Mn N= , then the stan-
dard ED is used to guarantee the same FAP  and DP  perfor-
mance offered by it.  

A pseudo-code combining Rule 1 and Rule 2 with the stan-
dard ED at the final iteration can be given as follows: 

ALGORITHM I 

    set 1 2[ ]Mn n n n=   , 0
tgtF  and 1

tgtF , i=1, endDetection=0 
    for 1 :j M=  calculate 1, jng  and 0, jng   
 
    while endDetection = 0 

calculate s  out of in  samples 
 if   i=M    
  if EDs g> ,  

    decide 1q =  
  else,   

    decide 0q =  
end 
set endDetection=1 

else 
  if 1, is ng>   
      decide 1q = , set endDetection=1 
  elseif 0, ins g<   
      decide 0q = , set endDetection=1 

else 
     i=i+1 
end 

end 
    end 

 
Note that in the above algorithm, we are still not doing any-
thing more complicated than the comparison of the sample 
energy against certain thresholds. Thus complexity-wise, the 
proposed solution is very simple. The point that differentiates 
this algorithm from classical ED is that certainty ( 0, ins g<  
and 1, ins g> ) and uncertainty ( 0, 1,i in nsg g< < )  regions are 
derived based on odds ratio. If during any iteration an uncer-
tainty region is encountered, the algorithm goes to the next 
iteration where s  is calculated out of 1in +  samples. Obvi-
ously in such case, we will use the value of sum from the pre-
vious iteration and use only 1i in n+ -  operations to calculate 



the new sum (accumulate more sample energy). To elaborate 
this, we first denote 
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Hence even if the algorithm cannot make a prior decision, it 
still requires only a similar number of arithmetic operations 
compared to classical ED (assuming that the extra multiplica-
tion and summation coming from 2 i nin s  is negligible). Finally 
we define the average complexity as the sum of used number 
of samples at each attempt of detection divided by the total 
number of detection attempts which can be written as, 
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In the next section we will provide simulation results where 
the algorithm described above is compared against a classical 
ED in terms of the required average complexity given in (14) 
to achieve the same performance of FAP  and DP . 

V.  SIMULATIONS AND DISCUSSIONS 

In our simulations, we set 5  different values for EDN  
which is the number of samples that ED is allowed to use. 
Then for each EDN , 510rN =  independent Monte-Carlo re-
alizations are done where in each realization, q  is chosen 
randomly as 0 or 1 according to 1p  and 0p . If 1q =  then 
SNR for single realization is randomly chosen from the inter-
val from -30 to 0 dB assuming a uniform distribution, and an 
i.i.d complex Gaussian signal with variance vq  is generated 
accordingly. The noise power is set to 0 1v = . For the target 
odds ratios, we use 0 1/99tgtF =  and 1 99tgtF = . The vector 
of samples that are allowed to be used in different iterations 
for a given EDN  is set as 3[10  (1:5) ]n M=  where 

/5EDM N= . Hence there are at most 6  iterations starting 
with the use of 310  samples and if the intermediate steps are 
not satisfactory then the introduced algorithm ends up using 

EDN  samples at most. 
In Fig. 3, it is seen that the iterative BD can achieve the 

same detection probability performance as ED under different 
channel utilization values of 0 0.5p =  and 0 0.75p = . The 

FAP  plots are omitted since they are constant at PFA = 0.01 for 
both ED and iterative BD. On the other hand, in Fig. 4 it is 
clearly seen that iterative BD achieves this identical perform-
ance by using clearly less samples on average. For instance 
when 610EDN = , the avN  for iterative BD is around 

55 10´  and hence saving considerably in sensing time and 
arithmetic operations. Finally in Fig. 5, the relative frequency 
(number of times in  is used divided by rN ) of the used sam-
ples are shown for 55 10EDN = ´ . As can be seen, the maxi-
mum number of samples is used in less than 20 percent of the 
realizations whereas considerably lower numbers of samples 
such as 310 , 410  and 42 10´  are used much more often.  

 

VI.  CONCLUSIONS 

In this paper, we have presented the general Bayesian 
framework to the Gaussian signal detection problem in the 
context of cognitive radio. It was first shown that the Bayesian 
spectrum detector simplifies to energy detector where sample 
energy is compared against certain threshold. The form of the 
threshold that minimizes the posterior loss functions was de-
rived explicitly as a function of Bayes penalties and prior 
channel utilization statistics. Thus the channel utilization in-
formation is built-in to the threshold expression which is then 
giving more degrees of freedom in the design compared to 
classical energy detector which makes no use of such informa-
tion. One practical complication in the derived threshold is 
that it depends on the received SNR which in turn may not be 
directly available in most of the applications. Following that, 
and stemming from the general developed Bayesian frame-
work, we also presented a novel iterative algorithm that is ca-
pable of assigning reliability measures to existence/absence of 
the primary user signal with adaptive sample energy meas-
urement window. Thus, when the SNR in practice is unknown, 
this approach automatically tunes the sensing time such that 
desired reliability is achieved under the prevailing received 
signal conditions. More specifically, the exact value of the 
SNR under operation is not needed in the developed iterative 
approach but the SNR value at which a classical ED achieves 
almost sure detection is used instead. Computer simulations 
showed that such iterative BD can be built to perform essen-
tially as well as the classical ED concerning the FAP  and DP  
performance, but using on average considerably shorter sens-
ing time which also depends on the values of channel utiliza-
tion. Compared to classical energy detection, this approach 
thus saves considerably in the required sensing time and 
thereby also in required number of arithmetic operations to 
yield a reliable sensing decision. 
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Fig. 1. DP  vs. SNR with 410N =  for classical energy detector (ED) and 
Bayes detector (BD) with two loss ratios and prior probabilities. 
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Fig. 2. FAP  vs. SNR with 410N =  for classical energy detector (ED) and 
Bayes detector (BD) with two loss ratios and prior probabilities. 
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Fig. 3. DP  vs. EDN  under fixed 0.01FAP =  for classical energy detector 
and iterative Bayes detector. In the realizations, the received SNR is uni-
formly distributed from -30 dB to 0 dB. 
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Fig. 4. avN  vs. EDN  under fixed 0.01FAP =  for classical energy detector 
and iterative Bayes detector. In the realizations, the received SNR is uni-
formly distributed from -30 dB to 0 dB. 
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Fig. 5. Relative frequency of needed sample-size in  for the iterative Bayes 
detector with fixed 0.01FAP =  and maximum sample-size 45 10EDN = ´ . 
In the realizations, the received SNR is uniformly distributed from -30dB to 0 
dB. 
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