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Abstract—We consider a cognitive radio network (CRN) that
intends to opportunistically aggregate and utilize spectrum of
a primary network to achieve higher data rates. In such an
opportunistic spectrum access, primary user can reclaim a
channel used by a secondary transmission. When the secondary
transmission is interrupted by a primary transmission, the
secondary network needs to switch the channel of the interrupted
transmission, resulting in additional delay. When a secondary
user accesses more spectrum to increase its data rate, channel
switching could be more frequent. In this context, we formulate a
dynamic spectrum aggregation optimisation problem to minimize
channel switching delay. While considering multiple users, the
problem is formulated as a sum of fractional programming
problems. We propose a sub-optimal algorithm that simplifies the
fractional programming to linear programming first and solves
each linear programming (for each user) using Dinkelbach’s
algorithm. Simulation results demonstrate that the proposed
algorithm can reduce the channel switching delay. When multiple
users are served in the network, the proposed algorithm also
shows good performance in terms of fairness and total data
transmission time.

Index Terms—Cognitive radio networks, spectrum aggrega-
tion, channel switching, fractional programming

I. INTRODUCTION

Opportunistic spectrum access in cognitive radio networks,
which enables secondary users (SUs) to utilize the unoccupied
spectrum of the primary users (PUs), is regarded as a promis-
ing solution to resolve spectrum scarcity and underutilization
[1]. In opportunistic spectrum access, given that PUs have
higher priorities than SUs for accessing the channels, PUs can
access the channels of SUs at any time. When a PU requests to
transmit over a channel used by an SU, the SU needs to pause
ongoing transmission and to hand over the reclaimed channel
to the PU. The SU will then resume its data transmission over
a different free channel [2]. Such a channel switching naturally
causes additional delay to SU transmission. Moreover, PU can
suffer from short-term interference before being detected by
the SU [3].

When an SU requires higher data rates, the SU can use
multiple channels simultaneously through spectrum aggrega-
tion [4]. The more spectrum the SU uses, the higher is the
throughput it can achieve. However, the use of extra spectrum
implies more frequent channel switching; indeed, in wider
spectrum, PUs are likely to reclaim parts of the spectrum
more quickly, and, hence, SUs would have to switch more

often to a different set of spectrum [5]. Thus, when an SU
uses spectrum aggregation, i.e., multiple channels, channel
switching issues are likely to be severe and, hence should be
properly addressed.

In literature, many research contributions on spectrum ag-
gregation in opportunistic spectrum access have so far focused
mainly on how to improve the spectrum efficiency for the
cognitive radio network. In [6], the channel capacity obtained
through spectrum aggregation are investigated based on a
mathematical modelling. In addition, in [7] [8], the research
focuses on theoretical analysis of spectrum aggregation for
the dynamic traffic, in order to accommodate more secondary
users and to improve the data rates. In [9] [10], while
considering the hardware constraint for spectrum aggregation,
aggregation algorithms with only the aim to achieve higher
network throughputs have been proposed. Although the chan-
nel switching issue is investigated for spectrum aggregation
in [11], the works are about optimal bandwidth selection
for aggregation with the assumption of homogeneous channel
quality and primary traffic pattern for different channels. To
the best our knowledge, spectrum aggregation algorithms for
opportunistic spectrum access that decide which channels
should be allocated to SUs to reduce channel switching have
yet to be proposed.

To this end, we propose in this paper a sub-optimal spectrum
aggregation algorithm to allocate multiple idle channels to
SUs to reduce the channel switching delay. In order to avoid
frequent channel switching, the spectrum aggregation problem
is formulated to find the preferable set of channels which have
longer idle periods and better channel quality at the same time.
Since the formulated problem is expressed in terms of sum of
fractional programmings for multiple SUs, we propose a sub-
optimal algorithm that simplifies the fractional programming
into a linear programming and solves each linear programming
problem (for single user) with Dinkelbach’s algorithm [12].

The rest of this paper is organized as follows. Section II
presents the spectrum-usage patterns of the primary network,
spectrum access by secondary network, and channel model.
The spectrum aggregation optimisation problem to minimize
channel switching delay is formulated in Section III. The
proposed solution is given in Section IV. After showing sim-
ulation results in Section V, our conclusions are summarized
in Section VI.
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II. MODELS AND ASSUMPTIONS

A. Spectrum Occupancy Pattern and Spectrum Opportunity

We consider a cognitive radio network which coexists with a
primary network. In the primary network, a base station (BSp)
communicates with PUs through M licensed channels having
bandwidth, Bn, n ∈ {1, 2, · · · ,M}.

At any moment, each channel can either be in a busy or
idle state, i.e., a PU occupies or not the channel, respectively.
The PU’s activity in each channel is modelled as an ON-
OFF process. For channel n, ON(busy) and OFF(idle) period,
TBn and T In , are assumed to follow an exponential distribution
with mean 1/λBn and 1/λIn, respectively [13]. The PU’s traffic
parameters of different channels are assumed to be different,
i.e., λBv 6= λBw and λIv 6= λIw for v 6= w and ∀v, w [14].

The PUs, as the licensed users, have priority over the SUs
in accessing the channels and the cognitive radio network (as
the secondary network) opportunistically detects and exploits
idle channels. That is, the SUs can use channel n during the
OFF period, T In , governed by its probability density function
(PDF), fT I

n
(x), which can be given as

fT I
n

(x) = λIne
−λI

nx for x ≥ 0, ∀n.

The cumulative distribution function (CDF) of T In is

FT I
n

(x) = 1− e−λ
I
nx for x ≥ 0, ∀n. (1)

For higher data rates, SUs can use multiple idle chan-
nels simultaneously through spectrum aggregation. In order
to evaluate spectrum opportunity for the case of spectrum
aggregation, we utilise the concept of N-channel holding time,
TH(N), where N is the number of selected channels for
spectrum aggregation [11]. It is defined as the time an SU can
simultaneously transmit on selected N channels, i.e., the time
between the start of an SU transmission over N channels and
PUs accessing one of theses N channels. Therefore, when N
channels (e.g., from channel 1 to N ) are selected, TH(N)
is the minimum residual idle time of N channels which
can be given by TH(N) = min(T r1 , T

r
2 , · · · , T rN ), where

T rn is the residual idle time of channel n. Fig. 1 shows an
example. When CH1, CH2 and CH3 are selected by an SU
for performing spectrum aggregation at ts, channels can only
be exploited by the SU during T r1 , the minimum residual idle
time of all three channels in Fig. 1.

According to the renewal theory, PDF of T rn can be derived
with the distribution of T In as follows [15]

fT r
n

(x) = (1− FT I
n

(x))/E[T In ] (2)

where E[·] stands for the expectation operator. By using (1)
and E[T In ] = 1/λIn in (2), it is found that T rn also follows
an exponential distribution. Since TH(N) is the minimum
of T rn where n ∈ {1, 2, · · · , N} that follows an exponential
distribution, we obtain that TH(N) is also exponentially
distributed with E[TH(N)] = 1/λH [16]. E[TH(N)] can be
obtained by

E[TH(N)] = 1/λH = 1/(λI1 + · · ·+ λIN ). (3)

Fig. 1. An example of the use of 3 channels by spectrum aggregation

In the special case that each channel’s idle time is independent
and identically distributed (i.i.d.), we have E[TH(N)] =
E[T In ]/N . Generally speaking, E[TH(N)] is decreasing with
N . The larger the number of channels an SU accesses, the
lower the channel holding time is.

B. Cognitive Radio Network and Channel Model

Suppose that in a cognitive radio network, the base station
(BSs) is able to sense and identify the availability of channels
during a sensing duration, Ts, in Fig. 2. The statistical infor-
mation on PUs’ channel usage pattern is assumed to be stored
in a database such as Radio Environment Map (REM) [17] and
BSs can access the database. With the information on channel
usage pattern from the database and identified idle channels,
BSs aggregate and allocate N idle channels to communicate
with K SUs. Since multiple channels compose an aggregate
channel, hereafter, the term ‘channel’ can be interchangeable
with ‘sub-channel’ (of an aggregate channel).

While BSs communicates with an SU using multiple sub-
channels, BSs prefers to utilise allocated sub-channels as long
as possible. That is, after BSs checks the sub-channel status
every sensing period, Tp, in Fig. 2, it keeps using the same
sub-channels for the transmission unless the appearance of PU
is detected in the allocated sub-channels. However, if any of
sub-channels is reclaimed by PU, the transmission is stopped
and BSs will allocate new idle su-channels to resume the
transmission, i.e., channel switching takes place, resulting in
additional delay. We assume that such channel switching delay,
Tsw, in Fig. 2, which encompasses both channel evacuation
and link setup times, is a constant value [11] [18].

Fig. 2. Spectrum sensing, data transmission and channel switching in a CRN



Suppose that sub-channels between BSs and SUs are
independent and suffer Rayleigh flat fading. The channel
coefficient for SU k in sub-channel n (denoted by hk,n)
is complex Gaussian random variable with zero mean and
variance σ2

hk,n
, i.e., hk,n ∼ CN (0, σ2

hk,n
) for ∀k, n. Assuming

that channel state information (CSI) is perfectly known at the
receiver, the received signal to noise ratio (SNR) for SU k in
sub-channel n can be then represented as

ρk,n =
|hk,n|2Pk,n

σ2
= gk,nPk,n, (4)

where σ2 is the variance of the complex-valued zero-mean ad-
ditive white Gaussian noise (AWGN) and gk,n = |hk,n|2/σ2 is
the channel SNR. Notice that in (4), Pk,n is the transmit power
for sub-channel n of SU k, i.e., pk,n = Ptotal×Bn/

∑N
i=1Bi

in equal power allocation for a given total power, Ptotal.
In order to model the available data rate, we use Shannon

capacity. By using (4) and knowing that Ck,n = Bn log2(1 +
ρk,n) [19], the data rate of sub-channel n for SU k can be
given by

Ck,n(gk,n) = Bn· log2 (1 + gk,nPk,n) . (5)

From (5), the average data rate can be obtained by taking
the expectation of (5) with respect to gk,n for a given Pk,n.
When N sub-channels (e.g., from sub-channel 1 to N ) are
selected for aggregation for SU k, the average data rate of
the aggregate channel, Rk can be expressed as the sum of the
average data rate of the selected sub-channel n, Rk,n, where
n ∈ {1, 2, · · · , N} as follows

Rk =

N∑
i=1

Rk,n =

N∑
i=1

BnE [log2 (1 + gk,nPk,n)]. (6)

For instance, in the example of Fig. 1, Rk = Rk,1 + Rk,2 +
Rk,3.

III. PROBLEM FORMULATION

We study the problem of spectrum aggregation by properly
selecting a subset of sub-channels among the total idle sub-
channels for the secondary transmission and aim to minimise
the channel switching delay for transmission of a given amount
of data. Since the switching delay for each switching is
assumed to be constant, the minimisation of the total switching
delay can be performed by minimising channel switching
times. For simplicity, let us consider the case of a single SU to
formulate the problem to minimise channel switching times.

Assuming that BSs has an amount of data to transmit
towards SU k, Dtx

k , the number of channel switching expected
during transmission of Dtx

k (denoted by ηswk ), can be expressed
as [11]

ηswk =

[
bT txk /M [THk ]c+ 1, if T txk > M [THk ]

0, otherwise

]
, (7)

where T txk is the required time to transmit the data of the
size Dtx

k and M [THk ] is the mean holding time of aggregate
channels selected sequentially (due to channel switching).
When an aggregate channel is selected ηswk + 1 times for ηswk

times of channel switching, M [THk ] is the mean of holding
time of ηswk + 1 aggregate channels. (i.e., M [THk ] can be
expressed as the average of E[THk ], the holding time of an
aggregate channel for SU k in (3)). Notice that bxc denotes
the largest integer not larger than x. Although there are two
cases in (7), the second case that M [THk ] is larger than T txk ,
i.e., when channel switching might not be needed, is beyond
our interests. Hereinafter, we consider only the first case that
T txk is larger than E[THk ] in (7). T txk can be denoted as follows

T txk = Dtx
k /E[Rk], (8)

where E[Rk] is the average data rate from ηswk + 1 selected
aggregate channels for the whole data transmission (for Dtx

k ).
By inserting (8) into (7), ηswk can be re-expressed as

ηswk = bDtx/(E[Rk] ·M [THk ])c+ 1. (9)

From (9), it can be easily see that in order to minimize ηswk , it
is necessary to increase E[Rk] ·M [THk ], which corresponds to
the average achievable amount of data to transmit for holding
time of an aggregate channel. Increase of E[Rk] ·M [THk ] can
be implemented by maximizing Rk · E[THk ] whenever sub-
channels are newly allocated for channel switching. Then, the
problem to minimize ηswk can be transformed to maximize
Rk · E[THk ].

When BSs has K SUs for channel switching for N idle
sub-channels, by using (6) and (3), the spectrum aggregation
problem to minimise channel switching can be formulated as
follows

max
ak,n

K∑
k=1

∑N
n=1 ak,nRk,n∑N
n=1 ak,nλ

I
n

. (10)

s.t. ak,n = {0, 1}, ∀k, n.
K∑
k=1

ak,n ≤ 1,∀n. (11)

Let ak,n be a binary variable denoting whether or not sub-
channel n is assigned to the transmission with SU k, such
that ak,n equals one or zero if sub-channel n is assigned or
not, respectively, for SU k. In addition, a sub-channel can be
used by only one SU at the same time as shown in (11).

Since equal power allocation is utilised here, the use of
more sub-channels will lead to achieve higher data rates.
However, the holding time of an aggregate channel is likely
to become shorter when incorporating more sub-channels in
the aggregation process. In addition, since sub-channels with
higher SNR can have shorter idle time and/or sub-channels of
lower SNR can have longer idle time, two characteristics of
sub-channels (i.e., channel quality and idle time distribution)
should be considered at the same time in order to find the best
set of sub-channels for (10). The preferred set of sub-channels
is likely to be composed of sub-channels with high SNR and
long idle time while the number of sub-channels is small.

For K SUs and N idle sub-channels, there are KN pos-
sible sub-channel allocation combinations. For large value
of K and N , it is prohibitive in terms of computational



complexity to find the optimal solution by using exhaustive
search. However, the objective function (10) includes the
ratio of two linear functions. The problem of maximizing the
ratio of two linear functions is called fractional programming
problem [20] and the fractional programming problem can
be solved by adopting Dinkelbach’s method [12]. While the
problem (10) is expressed as a maximization of the sum of the
fractional programming problems, notice that each fractional
programming problem is to find sub-channel allocation for
each SU. In order to reduce the complexity, thus, by solving
the fractional programming problems sequentially (i.e., to find
a best set of sub-channels for each SU one by one) by means of
Dinkelbach’s method method [12], we propose the sub-optimal
algorithm for solving (10) in the following section.

IV. THE PROPOSED ALGORITHM

While the initial size of data to transmit can be the same
for all SUs, at a certain time when channel switching needs to
occur for K SUs, the amount of remained data to transmit on
SU k, Dr

k, could be different. In the proposed algorithm, we
first sort K SUs in descending order according to Dr

k where
k ∈ {1, · · · ,K}. As a greedy method, while the proposed
algorithm finds the optimal solution for each SU sequentially,
fairness between SUs can be the issue. By ordering SUs
according to Dr

k, the SUs having larger remained data can have
a chance to use better sub-channels (i.e., with good channel
quality and long idle time) than SUs having smaller remained
data, thus fairness is expected to improve. The operation of
the proposed algorithm is described in Algorithm 1.

After sorting SUs, the proposed algorithm finds the optimal
subset of sub-channels among a total of N idle sub-channels
for aggregation for each SU. For SU k, the spectrum aggre-
gation problem can be simplified as follows

max
ak,n

∑N
n=1 ak,nRk,n∑N
n=1 ak,nλ

I
n

. (12)

s.t. ak,n = {0, 1}, ∀n.

Since the fractional programming problem can be solved
efficiently as a sequence of linear programming function,
let us convert the fractional form in (12) to a linear func-
tion form. For simplicity, let Λ = (ak,1, ak,2, · · · , ak,N ),
N(Λ) =

∑N
n=1 ak,nRk,n and D(Λ) =

∑N
n=1 ak,nλ

I
n. Then

the optimisation problem in (12) can be rewritten as

(P ) : max
Λ

Q(Λ) =
N(Λ)

D(Λ)
. (13)

s.t. D(Λ) ≥ 0, Λ ∈ Ω ⊆ {0, 1}N .

where Ω is a nonempty feasible set. Using a parametric
approach in [20], the fractional optimisation problem (P ) in
(13) can be solved indirectly by finding the solution to the
following associated non-fractional optimisation problem with
the same constraints. i.e.,

(P ) : max
Λ

Q(Λ, λ) = [N(Λ)− λD(Λ)], (14)

s.t. D(Λ) ≥ 0, Λ ∈ Ω ⊆ {0, 1}N ,

where λ ∈ R is a constant.

Theorem 1. For D(Λ) > 0 where Λ ∈ Ω and Ω is a
non-empty feasible set, finding the optimal solution, Λ∗, for
the problem (P ) is equivalent to obtaining λ∗ that yields
Q(Λ, λ∗) = 0; thus, λ∗ = N(Λ∗)

D(Λ∗) is the optimum solution.
Proof: See Appendix A.

After converting the fractional programming problem (P)
in (13) into the linear programming problem P in (14), the
proposed algorithm now utilise Dinkelbach’s algorithm. The
Dinkelbach’s algorithm generates a sequence of parameter, λ,
converging to λ∗, as it is described in [12]. The algorithm
terminates once the objective value of the problem (P ) be-
comes zero. By solving a sequence of the linear objective
function (P ) with the same conditions, we can obtain the
optimal solution of the given problem (P ). In the single SU
case, the proposed algorithm can find the optimal solution. For
multiple SUs, the proposed algorithm uses the same approach
from Step 5 to 18 in Algorithm 1 for each SU sequentially
and finds the subset of idle sub-channels for aggregation.

The complexity of the proposed algorithm depends on the
optimisation problem solver in Step 7 and how fast it to
converge to λ∗. While any binary linear programming solver
can be used, the proposed algorithm solves the problem
in (10) with the complexity O(K log(NC)) where C =
max{maxk,nbRk,nc,maxnbλInc, 1} in the worst case [20] for
a given binary linear programming solver.

Algorithm 1 The proposed spectrum aggregation algorithm
Input: 1) K: the set of SUs, 2) N: N idle sub-channels, and
3) Dr ={Dr

1, · · · , Dr
K}: the set of amount of remained data.

Output: The allocation indicator AK×N= {A1, · · · , AK}
where Ak = {ak,1, ak,2, · · · , ak,N}.

1: Sort K by a descending order of Dr
k, U :

2: (then, Dr
U(i) ≥ D

r
U(j) if i ≤ j).

3: Initialize: A = φ.
4: for k = U(1) : U(K) do
5: Initialize: i = 1, λ1 = 0, Λ1 = {0}N , flag = No.
6: while flag ! = Y es do
7: Solve Q(Λi, λi) = max{N(Λi)− λiD(Λi)}
8: and Find Λi.
9: if Q(Λi, λi) == 0 then

10: Λ∗ ← Λi;
11: flag ← Y es;
12: else
13: λi+1 ← Q(Λi) = N(Λi)/D(Λi);
14: i← i+ 1;
15: end if
16: end while
17: Allocate Ak by using Λ∗.
18: Update N, a set of idle sub-channels and N ← ‖N‖.
19: end for



TABLE I
SIMULATION PARAMETERS

Parameter Value
Sensing duration, Ts 20 ms
Sensing period, Tp 200 ms
Switching delay, Tsw 10/20/40 ms
Number of total sub-channels 20
Number of total SUs, K 3
Amount of data to transmit, Dtx 2 Mbits
Total transmit power, Ptotal 100 mW
Bandwidth of a sub-channel, Bn 100 kHz
Primary user traffic models (1/λIn and 1/λBn ) uniformly dist.

in [µmin, µmax]
Simulation time 10,000 s

Fig. 3. Total channel switching delay as a function of µmax.

V. SIMULATION RESULTS

In this section, we present simulation results to evaluate
the proposed spectrum aggregation algorithm’s performance.
Table I summarises the simulation parameters.

For a total of 20 sub-channels, the status of sub-channel
n changes based on Exponential On-Off model with 1/λBn
and 1/λIn. We generate 1/λBn and 1/λIn by using uniform
distribution from [µmin, µmax], fixing µmin to 1, and varying
µmax from 3 to 10 [18]. During Ts, BSs identifies the sub-
channel status to check for PU appearances in sub-channels.

Based on statistical information of channel occupancy and
identified sub-channels’ status, BSs aggregate and allocate
idle sub-channels (with better SNR and longer idle time) to
SUs for starting or resuming a transmission of 2Mbits of data.
While channel switching occurs, various Tsw delays of 10, 20,
and 40 ms settings are utilised to evaluate the impact of Tsw
on total switching delay. In our simulation, we also considered
the ‘maxTH3’scheme, which aggregates three fixed number
of sub-channels with higher SNR; we use it as a reference
to compare the performance of our proposed algorithm. The
total channel switching delay, the total transmission time and
fairness are used for assessing the algorithms’ performance.

Fig. 4. Data transmission completion as a function of µmax.

Fig. 3 shows the average total channel switching delay (that
SUs will experience for transmission of 2Mbits data) for differ-
ent µmax values. We observe that the total channel switching
delay decreases with µmax regardless of the algorithm and Tsw
settings. This is because increasing µmax reduces the average
rate of primary user activity on sub-channels. The results also
indicate that longer Tsw generates more channel switching in
Fig. 3. At µmax = 3, the transmissions experiences average
7.4 secs switching delay when using ‘maxTH3’algorithm and
Tsw=10ms. When Tsw is doubled to 20ms, the average channel
switching delay is 16.26 secs, which is more than twice the
total switching delay for Tsw=10ms. We can conclude from
this graph that the longer Tsw is, the longer the total data
transmission time is as well and more channel switching
occurs during this prolonged transmission time. In addition,
it can be remarked that our proposed algorithm outperforms
that the ‘maxTH3’algorithm for any µmax and Tsw values.

Fig. 5. Jain’s Fairness Index of each user’s data rates for different channel
switching delay, µmax = 5.

Fig. 4 shows the total transmission time for different µmax
values. It shows that the proposed algorithm can transmit the
fixed size of data more quickly than ‘maxTH3’for any Tsw
values. Since the proposed algorithm generates less channel
switching delay, it contributes to shorten the data transmission



completion time. Thus, for a certain time period, the proposed
algorithm can help more transmissions to be completed.

Fairness is examined in terms of Jain’s fairness index in Fig.
5. Given that the ‘maxTH3’ is a greedy algorithm, the fixed
number of sub-channels with higher SNR are allocated to the
SU which arrives earlier. For the SU with later arrival time,
it may be that only sub-channels with poor SNR remains and
selection of such sub-channel will lead to longer transmission
completion time. It can be verified in Fig. 5 that in our
proposed algorithm, sorting SUs according to their remaining
amount of data yet to be transmitted can be effective for
improving fairness.

VI. CONCLUSION

In this paper, we considered the dynamic spectrum aggre-
gation problem for minimising the channel switching delay
in a multiple user context. The spectrum aggregation problem
is formulated as a sum of fractional programming problems
to maximize achievable data rate for longer holding time by
using different channel qualities and different PU channel
usage patterns. In order to solve the maximization problem of
the sum of fractional programming problems, we solve each
fractional programming problems sequentially and propose
a sub-optimal algorithm. Simulation results showed that our
proposed algorithm produces less channel switching for a
fixed amount of transmitted data compared to the reference
scheme. By giving a higher priority to SU having a larger
size of data to transmit, the proposed algorithm exhibits shorter
switching delay and greater fairness, which, in turn, contribute
to short data transmission completion time. In this paper,
although the PU occupancy of sub-channels is assumed to
be independent for different sub-channels, the occupancy of
sub-channels could be correlated, especially for adjacent sub-
channels. The impact of correlation of adjacent sub-channels
will be included in our future works.

APPENDIX A
PROOF OF THEOREM 1

Let the vector Λ∗ be the solution for problem P , then we
have

λ∗ =
N(Λ∗)

D(Λ∗)
≥ N(Λ)

D(Λ)
, ∀Λ ∈ Ω. (15)

This leads to
N(Λ)− λ∗D(Λ) ≤ 0, (16)

which further implies that

max
Λ
{N(Λ)− λ∗D(Λ)} = 0. (17)

Now if Λ∗ is the optimum solution, then the following holds:

N(Λ)− λ∗D(Λ) ≤ N(Λ∗)− λ∗D(Λ∗) = 0 (18)

which proves Theorem 1.
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