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Abstract—Those that suffer from macular or vision degenera-
tive diseases report lower levels of ease and ability to participate
in daily activities, even when using the most advanced corrective
lens technologies. They desire to gain independence in daily tasks,
including using everyday machines. Plenty of these machines,
such as microwaves, vending machines, and elevators, have a
control panel as a user interface. Some have Braille (i.e. bumpy
dots) on the panel for people with low vision to recognize.
However, many of them have been designed without considering
low-vision people’s convenience. Though many techniques have
been proposed to improve the usability of these panels for people
with low vision, they are difficult to deploy due to the high
cost and low financial benefit. In this paper, we propose a
panel reading assistive system which is wearable instead of being
deployed on the machine’s side. The conceptual system instructs
the user to operate on the panel of an everyday machine. It
creates a plan according to the user’s need, and guides the user
to implement it step by step. The user moves the finger under the
system’s instruction via audio channel. Finally, the experiments
in real life scenarios have demonstrated the feasibility and
effectiveness of the system.
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I. INTRODUCTION

Low vision is defined as chronic disabling visual impair-
ments that cannot be corrected with glasses, contact lenses, or
medical or surgical treatment. Low vision can result from a
variety of diseases, disorders, and injuries of the eyes. People
with vision acuity under 20/70 (standing 20 feet from an object
to see it with the same degree of clarity as a normally sighted
person could from 70 feet) are considered to have low vision.
An estimated 3.5 million Americans have low vision; out of
that group, approximately two million have mild low vision,
which mainly affects driving and reading ability, and about
one million meet the legal criteria for blindness. Across all
age groups the incidence of more severe forms of low vision
(including blindness) is about 250,000 new cases per year [1].

Everyday tasks are challenging for people with low vision,
especially those with severe low vision or blindness. In early
2011, Action for Blind People carried out a questionnaire
survey. The aim was to find out what issues are important
to these people and what services and support they feel that
they need or would like to receive [2]. One of the top five
wishes identified was ‘Need to become more independent’.
Unfortunately, plenty of private or public environments are
not comfortable or functional for individuals who are blind or
visually impaired. They cannot benefit all users of a facility.
Therefore, researchers have taken much effort to develop

assistive technologies which can promote independence during
daily activities for people with vision impairment. It is quite
important for them to interact with home appliances (e.g.,
microwaves, washing machines) and public electric machines
(e.g., vending machines and elevators) to live an independent
life. However, to use them, people need to interact with their
panels.

A panel is a flat, often vertical, area where control or
monitoring instruments are displayed. They are found in fac-
tories to monitor and control machines or production lines,
and in places such as nuclear power plants, ships, aircraft and
mainframe computers. They are also widely used in private
or public environments to manipulate household appliances,
electronic devices or facilities, such as television, computers,
and elevators. Panels are most often equipped with push
buttons and analog instruments, whereas nowadays in many
cases touchscreens with flat, smooth surfaces are used for
monitoring and control purposes. The panel mentioned in the
paper refers to a user interface of a daily machine. Panels
sometimes have Braille next to the panel button. However,
as seen in Fig.1, lots of panel-interface machines don’t offer
any special assistance (i.e., tactile feedback) to people with
low vision. As a result, they either have trouble using these
electronic devices or public facilities, or cannot use them at
all.

In order to reduce the usage barrier, there are a few
solutions for people with low vision. Three prevailing solutions
are talking [3][4][5], tactile feedback [6][7][8], and gesture
based [9][10][11] interfaces. For instance, a popular way for
them to interact with home appliances is to ask others to
attach a few different salient markers on each button of the
interface as landmarks. However, the marker solution can
only be used in private places. Other solutions need to either
embed new functionality into the current machines which are
originally designed for fully sighted people, or develop a
completely new panel-interface for a machine from scratch
[9]. They have demonstrated effectiveness. However, most
of them have one crucial drawback, which is because new
design or improvement on the machine side is required, people
need to replace the current machines. The cost for update or
replacement prevents the spreading of these solutions.

Unlike current solutions which are on the machine side, our
system proposed in this paper is on the user side. It requires
no update or replacement on the machine side, and is portable;
thus it can be useful to more than one kind of machine. It’s
a wearable panel reading system which can provide a speech
interface to advise the hand actions for smooth use of the
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Fig. 1. Left two are panels of elevators and right two are panels of vending
machines. Top two panels have Braille, that is circled by red loops. The Braille
provides tactile feedback to blind people. However, many machines have no
special interface for them, like those in the bottom two figures). Blind people
have met with great difficulties during the use of these panels.

machines. The system perceives the panel using a camera,
interprets the steps with the user’s intention, and provides
speech command for the user. Aided by the system, people
with low vision can interact with the panels even though the
machines provide no special design for them. The user first
tells the system what she/he needs from the machine with a
short pre-defined command. Then the system creates a plan
based on the command. Using this plan, the system step-wisely
advises the users’ hand action. A pure color cap is attached
or nail polish is painted on his/her fingertip. The system can
thus find the user’s fingertip by detecting the color marker with
a color detection algorithm. The user moves her/his fingertip
on the surface of the panel under audio direction from the
earphone, until her/his fingertip is on the top of the right button.
There are two essential contributions of our system: first, our
system is wearable and unobtrusive, making it possible for
the users to bring it during their daily activities. Second, the
users do not have to passively wait for the low-vision-people-
unfriendly panels to be redesigned.

II. SYSTEM DESIGN

A. Overview

As seen in Fig.2, the system consists of two major compo-
nents: the client and the server. Each has its computation mod-
ule, which consists of any component that is powerful enough
to fulfill the computation need. Other than the computation
module, the server side includes the database (information of
all panels). It saves storage space and complements inadequate
processing power on the client side. The client side includes
the user interface module, the signal capture module, where
the user is directly involved. The signal capture module
includes two sensors that collect user data for measuring and
recognizing the user’s behavior. The user wears a mounted
camera, which is connected to a smartphone. This camera can
be tiny and unobtrusive, like a micro camera as small as a
coin. The purpose of using the small camera is to avoid extra

burden on the user in terms of weight and social attention. The
camera captures visual content and sends it to the computation
module of the client side (i.e. a smartphone). The user interface
module includes an earphone and a smartphone. The user starts
or stops the service of our system through the smartphone.
The user gives the audio commands such as ‘buy a bottle of
Pepsi’, so the system can know what the user intends to do,
and create a plan to guide the user. The smartphone then gives
the user instructions via audio feedback, which could come
via earphone or embedded speaker on the smartphone. On the
server side, its computation module decides which machine the
user would like to use, and sends a serial of data regarding the
machine to the client side. Based on the data and the position
of the user’s fingertip, the smartphone can create instructions
for the user.

We have utilized several technologies to implement our de-
sign, such as an indoor positioning system (IPS), Scale Invari-
ant Feature Transform (SIFT) [12], color detection algorithm
[13], speech recognition [14] [15], and planning algorithm
[16]. IPS is a network of devices which are able to wirelessly
locate objects or people inside a building. We are familiar with
IPS’s peer Global Positioning System (GPS), which provides
information about location and time. The difference between
them from the user’s perspective is that IPS can track you to a
specific spot inside a building, while the indoor position given
by GPS is quite inaccurate. We use IPS to track the user in
order to decide which machine the user will use. SIFT is a
method to detect distinctive, invariant image feature points,
which can be easily matched between images to perform
tasks such as object detection and recognition, or to compute
geometrical transformations between images. SIFT is rotation-
invariant, which means that even if the panel is rotated and
transformed across different frames in videos, we can find the
same image feature points and thus align the panels in different
frames into a normalized one, such as the frontal panel. We use
it to recognize if the area that the user is touching is the button
that the user is supposed to press. Color detection algorithm
can find the areas in a image which contain the designated
color within a certain range. We use it to detect the user’s
fingertip. Speech recognition is to translate speech into text,
so the computer knows the meaning of the user’s command.
The planning algorithm is to create a step-wise plan based on
the user’s command. We utilize the planning algorithm we have
proposed in [16]. It navigates the user through complex tasks
and includes a novel canonical Priority Graph (PG) to model
the complex activities and implement the planning function.

B. Hardware

As seen in Fig.3, the hardware includes an earphone,
a camera, and a smartphone. The camera is Looxcie LX2
Wearable Video Cam for iPhone and Android. It’s light, hand-
free, and small enough to attach anywhere on the user. Its
built-in WiFi can send images or video to the smartphone. It
has an adjustable design for optimizing fit and comfort. The
user can use any earphone that she/he wishes. Nowadays, tiny,
light earphone is common in daily life. As long as it speaks
instructions, the user can choose anything. In cases that the
user forget to connect the earphone, the built-in speaker in the
smartphone can also be used as the speech interface.
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Fig. 2. The flowchart of the system. The server side contains the database and its computation module. It sends the information of the machine to the client
side. It includes the panel image, the button positions on the panel, and the semantic meaning of each button. The client side listens to the user’s command and
builds a plan, following which the user can make the machine work as per the command. The camera detects the user’s fingertip and calculates its position on
the panel. The smartphone compares the area the user is touching on and the original image of the panel, and then calculates the direction the user’s fingertip
should move towards.

Fig. 3. Hardware of our panel reading system. It includes an earphone,
a camera (on the right), and a smartphone. The camera captures the visual
content in the scene and transmits the videos via the wireless connection. The
visual content can be displayed on the smartphone’s screen in real-time. The
smartphone detects user’s position, analyzes the user’s action by processing
the image, decides the user’s next move, and gives user instruction through
the earphone.

Smartphones possess technological advances in computing
and I/O capabilities as well as network connectivity [17]. All
the sensing and computing technologies of this solution are
available in common smartphones. Normally, a smartphone
contains several useful sensors (e.g., touchscreen, accelerator,
gyroscope, microphone, magnetometer, GPS, camera). The
indoor positioning system we can use is based on the dead
reckoning positioning method, 2D barcodes, and data from
smartphone’s sensors (accelerators and magnetometers) [18].
For user’s convenience, we decide not to use the built-in
camera because it requires the user to adjust the entire phone
instead of a tiny camera. The smartphone can not only localize
the user, but also conduct image or audio processing (SIFT,

color detection, speech recognition).

C. Software

Server: On the server side there is a database, which
manages the information for each panel. The system retrieves
the information based on the indoor position given by the
client side. The panel information includes panel image, button
positions on the panel, and meanings of each button. This
database is also collected and built based on the IPS network.
On our campus, for example, we can build the IPS network first
and label the position and the type of each vending machine
within the IPS network. Note that the IPS network can cover
other machines in the public space not limited to vending
machines. Specifically, to construct this dataset, the panel
position and items that each machine supplies are labeled;
pictures of each panel are taken, where the panel areas are
cropped and saved. The semantic meaning of each button is
interpreted mainly in consistency with the requirement of the
planning algorithm. Taking one machine for example, it has
A-C, 1-9, and start buttons on its panel. According to the
instruction sticker on the machine, after the payment, the user
should press a letter, then a number, and last the start button.
These steps are learnt by the planning algorithm for the online
use. When the client side requests a panel information with an
indoor position, the server would send it to the client.

The computation module in the server determines which
machine the user intends to use by calculating distance be-
tween the user’s indoor position and each nearby machine’s
position. The machine with the smallest distance is chosen.
Then the server sends the information about this machine to
the smartphone.

Client: The user carries devices of the client side: smart-
phone, camera, and earphone if necessary. When the user finds
a vending machine, she/he starts the system. The system can
localize user’s position using IPS. After the client system
received the information from the server, it tells what this



Fig. 4. Real settings: on the left is the panel of the vending machine in a
classroom building, on right is the panel of the microwave in a public lounge
on campus. The buttons on the vending machine panel bulge, while those on
the microwave are basically flat though the protective film is worn out a little.

machine can supply (e.g., soda, water, snacks). If the user
is interested, she/he communicates with the system via oral
command on the item that s/he wants. Then the system sends
this information to the server for the plan and then step-wisely
advises the user.

The user can get the item if following the plan. The first
step is to find the panel. The system instructs the user the
coarse position of the panel on the machine, e.g. ‘on right’,
‘on upper left’. The appearance of the panel is also recorded
in the database. Normally, the panels on vending machines are
not a smooth surface. It’s easy for users to find given the coarse
panel position on the machine. Some machines have flat panels
like those of microwaves. However, given the coarse position,
the system can easily direct the user to the panel, since the
interface side of a microwave is much smaller.

The plan includes pressing a certain sequence of buttons,
like A-F or Start. The user’s fingertip is covered with marker
(colored loop or nail polish), which is a unique and constant
color to prevent the color from being similar to the panel
color and not allowing the fingertip to be recognized correctly.
When the user holds the position of her/his fingertip on the
panel, the system detects the position of the fingertip. First,
the smartphone finds the panel in frames using SIFT. It then
finds the fingertip by detecting the color of the specific marker
on the panel area. When the smartphone finds out the position
of the user’s fingertip, it calculates the vector from the center
of the fingertip to the center of the target button. The vector is
translated into directional audio instruction. When the finger
is on the right button, the system asks the user to press it.

III. EVALUATION

We designed a proof-of-concept study to test the effec-
tiveness of the panel reading system in real settings as seen
in Fig.4. We manually loaded the information of these two
machines’ information to the database on the server side.

We recruited five participants without any vision impair-
ment. Each of them wore a professional low vision simula-
tor [19], a goggle-like product which can generate moderate

Fig. 5. The participant operates the panel with the help of our system.

low vision (20/160 acuity) for normal people. The participants
used both the microwave and vending machine. If a participant
can not successfully complete the task on the machine in three
minutes, her/his completion score is set to zero. Otherwise,
the completion score is set to one. They were operating the
two machines wearing the devices of the client side in the
first round. Once our system was set up and initialized, we
started measuring the performance. The second round, they
did not use our system. A participant had two different tasks
to accomplish in two rounds on one machine in case that the
participant remembered the position of certain buttons and the
sequence of steps.

We know that even if a participant randomly presses
buttons, the microwave might start or the vending machine
might pop out an item. So if the machine does not work as the
participant pre-claims, then we still see it as non-completion.
For example, a participant says she/he would like for the
microwave to warm for 30 seconds, but the food turns out
to be warmed 3 minutes, or she/he wants some chips while
the vending machine outputs a bag of cookies.

Figure 5 demonstrated how our system helps the participant
use the vending machine. In the left figure, the participant’s
eyes were occluded by the goggles to simulate low vision. On
the participant’s left hand was the smartphone. The earphone
and the tiny camera were respectively worn on the left and
right ears of the participant. The camera captured images from
the first-angle view of the participant which was pointing
to the vending machine. This vending machine required the
participant to swipe a credit card first and then press the
number of the item she/he wanted. The slot of the credit
card scanner was easy to find and use. In the right figure,
the participant was trying to find the target button. She was
supposed to press button 1. The system detected her fingertip
by finding the color of her nail polish on her forefinger. It
calculated that she should move her finger to left. After she
completed all the number combinations which correspond to
the item that interested her and pressed the OK button, she
could pick it up.

In Fig.6, we can observe that under instructions of the
panel reading machine, all five participants successfully got
what they wanted, warmed their food up in the microwave, and
purchased items supplied by the vending machine. However,
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Fig. 6. With the panel reading system, all five participants were able to
get both vending machine and microwave to work. Without it, most of the
participants could not find the right buttons.

without the aid of the proposed system, all of them failed in
using the microwave and four out of five failed in using the
vending machine correctly.

IV. CONCLUSION AND FUTURE WORK

We propose a panel reading system targeting on helping
people with low vision to use panel-interface machines with
a real-time interactive guidance. Unlike fully sighted people,
the users are not able to read the button on the panel without
additional assistance (i.e., Braille near the buttons). Sometimes,
if the panel is flat and smooth, they cannot even easily find
where the panel is. The system functions as an augmentation
of the user’s ocular cognition. It guides the user to find
the panel and to operate on the panel step by step. Our
experiments demonstrate the effectiveness of the system to
build independence in terms of use of the common machines.

We view the work described in this paper as only the
beginning. We will implement IPS and test its performance of
localizing the machine which the user would like to use; build
the system out to be able to discover new types of panels (e.g.,
panels on washing machines or ATM), and provide instructions
based on the type (e.g., all vending machines have similar order
of operations); and recruit people with low vision in order
to evaluate user perception of the system (i.e., is it actually
building independence for the user).
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