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ABSTRACT 
Streaming media data access has been a problem for several 
years, and the problem becomes tougher in the mobile 
environment in which mobile users use mobile devices that are of 
rather limited storage space, preventing the clients from having a 
large cache. In this paper, we design a novel evolutionary caching 
algorithm for base stations to adapt to the user requests, so as to 
make the scheme more adaptive to the changing environment 
while maintaining good Byte Hit Ratio (BHR) or Number Hit 
Ratio (NHR) for the real world requests. We evaluate the 
effectiveness of our evolutionary caching algorithm through 
simulation studies, the results of which demonstrate that our 
scheme can obtain good performance on buffering streaming 
media data for user requests as far as the BHR and NHR metrics 
are concerned.   

Categories and Subject Descriptors 
Scalable Mobile Systems 

General Terms 
Algorithms, Design 

Keywords 
Stream Media Caching, Hybrid Scalable Caching Scheme, 
Evolutionary Algorithm 

1. INTRODUCTION 
With the continued growth of the Internet and WWW in the last 
decade, many interesting applications including multimedia 
streaming are flourished. Streaming media (e.g., music or video) 
data access has been a research problem over the past few years. 

Much work has been done on consolidating the WWW with the 
wireless networks [1], [2]. Such an integration is sometimes also 
referred to as W4 − World Wide Web for Wireless. 
Among the numerous studies for enhancing the mobile Internet 
performance, caching popular media data in base stations to 
facilitate the usage of the mobile users is emerging as one of the 
popular approaches. Indeed, setting up caching mechanisms in 
mobile base stations can reduce the connection time between the 
mobile hosts and the base stations, and ease the network traffic 
between base stations and the back-end media servers [2]. 
However, it is a challenging task to design a scalable and adaptive 
caching scheme suitable for the base stations. While some 
previous work has concentrated on such aspects as distributed, 
cooperative [2] or proxy [5] cache mechanisms, our focus in this 
paper is on devising a scalable caching scheme, In particular, we 
advocate an evolution approach which has been widely used in 
many fields and obtained many good results. In designing our 
evolution algorithm, we consider a number of factors which are 
related to caching optimization. Through simulation studies, we 
demonstrate that the scalable caching scheme using our evolution 
algorithm can get much better result than existing popular 
schemes such as least frequently used (LFU) and least recently 
used(LRU)  in the same environment. 
The rest of this paper is organized as follows. In section 2 we 
review some existing research work closely related to our 
research. We provide our modeling framework in section 3. In 
section 4, we present an evolution-based caching scheme, and 
describe a number of algorithms employed by the scheme. A 
simulation study is conducted in section 5, and the extensibility 
issues discussed as well. Section 6 concludes the paper and offers 
a number of further research issues. 

2. RELATED WORK 
Research on data caching has been conducted for many years. 
Most of the works have concentrated on the cooperative and 
distributed environments. More recently, multimedia data caching 
is getting more attentions. A caching and streaming framework 
for multimedia has been proposed in [1], where the authors have 
considered such factors as the frequency, recentness, and the size 
of the media objects in order to decide which objects should be 
replaced from the cache. In their study, the authors found that the 
cooperative method can get a better Byte Hit Ratio (BHR) or 
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Number Hit Ratio (NHR) than other existing schemes. In [2], an 
SAA* based search and optimization approach for caching the 
media data has been proposed, in which the cache optimization is 
turned into a binary-tree search problem. In [3], segmentation 
based Multimedia Streams Caching Scheme has been described. 
However, little work has concentrated on the scalability issue of 
the caching scheme. In fact, a lot of parameters should be 
considered if a caching scheme is to become practically useful, 
and many of the parameters can only be obtained through trial-
and-error. Also, some traditional caching mechanisms and 
algorithms may be too simple to be effective in addressing the 
inner complexity of mobile multimedia data. In this paper, based 
on an evolution algorithm we devise a scalable caching 
mechanism for the base stations, so as to obtain better 
performance for user requests as far as the BHR and NHR metrics 
are concerned. 

3. MODELING FRAMEWORK 

 
Figure 1. Mobile Environment 

As in [2], our system exhibits a three-tier hierarchy model which 
is depicted in Figure 1. Streaming media servers (denoted as St) 
provide multimedia services over the Internet, which may handle 
a lot of requests simultaneously. Mobile devices (denoted as Mi) 
connect to the Internet through the N base stations, numbered as 
Bj（ j= 1, 2… N). A mobile device joins the network to get 
services via a base station Bi. A base station can give services in 
two ways: if the base station 1  has cached the media object 
requested by a mobile client, then it let the mobile client access 
the requested media object directly; else the base station has to 
broadcast the request to the neighboring base stations which may 
have cached the required object or, in case none of the neighbors 
has it, send the request to a server 

tS  to ask for the media object 
before sending the requested media object to the mobile client. 
Clearly, the second case is much more time consuming as more 
traffic on the (mobile) network occurs. 
In our model, each base station maintains two types of data, 
namely, “cached request list” and “unsatisfied request list”. 
“cached request list” denoted as Ci1 ,Ci2 ,…,

iiKC , where each Cip 

(1≤p≤Ki)  has five field for BHR or NHR calculation: Cid (the id 
                                                                 
1  Strictly speaking, each service area should have a proxy responsible for 

providing the caching and book keeping services, and each proxy may 
correspond to several base stations within the same service area.  

of the media object), ReqNum (the number of times the mobile 
clients have accessed the block), Count (timer: each new request 
will cause the Count of all cached request to be incremented by 
one; if the cache block has been accessed, Count is reset to zero), 
Size (the size of the media), and Data (real data of the media). As 
the second data structure is the “unsatisfied request list” 
denoted by Ui1, Ui2…

iiLU , where each Uiq (1≤q≤Li) has two 

fields, namely, Uid( the id of the media object which can not be 
found from the base station Bi), and UReqNum (the number of 
times of the unsatisfied requests). 

We employ two widely used metrics: Number Hit Ratio (NHR) 
and Byte Hit Ratio (BHR), to evaluate the performance of our 
mechanism. NHR is defined by the ratio of total media from 
cached objects over the total number of objects requested by all 
the clients, and BHR is defined by the ratio of total bytes from 
cache over the total bytes of user request. Suppose there are R 
mobile clients numbered as M1, M2 ,… ,MR. Formula (1) shows 
how to calculate NHR within a time window T=[ 1t , 2t ], and 
Formula (2) shows how to calculate BHR within the time 
window: 

In this paper, we use the two ratios as the most important criteria 
to design and to evaluate the performance of our algorithm under 
different conditions and situations. 
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4. AN EVOLUTION-BASED CACHING 
SCHEME 
In this section, we describe a scalable caching scheme based on 
an evolution approach. First, some preliminary introduction is 
given, followed by a detailed description of our evolution 
algorithm which serves as the core of our scalable cache 
mechanism. 

4.1 Preliminaries 
In our approach, an evolution algorithm is used to make our 
caching scheme scalable. Table 1 lists most of the parameters 
used by our scheme. 

In Table 1, the parameter f can be regarded as the power of 
Ci.ReqNum, r is the power of Ci.Count and s is the power of 
Ci.Size; f, r and s are all real numbers. In addition, W is the 
weight of the cache block, whereas MinW is the minimum weight 
of the cache block. ReqNum is the total number of the requests to 
the cache block, whereas Count is the number of the client 
requests to the block: each new request to the block will cause its 
Count to be incremented by one; if the cache block has been 



accessed, Count is reset to zero. Using this scheme, we can 
update the cache block with a larger Count, since a cache block 
may have been not accessed for a long time. 
 

Table 1. The parameters of our scheme 

 
For our scheme, the following three algorithms are devised and 
experimentally compared. 
1. An Evolution-Based Hybrid Algorithm with probability=1 

(EBHA-1): In this scheme, the block which has the minimum 
weight MinW should be updated with a probability equal to 
1; other media blocks with a larger W will not be changed. 

2. An Evolution-Based Hybrid Algorithm with probability p 
dependent on T (EBHA-PT): Here the T can be regarded as 
the temperature parameter which is denoted as: 

∑
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If the temperature is large, a larger W means a small 
probability for the cache block to be replaced. If T is small, 
the probability for a media block of a larger W will have a 
slightly higher probability to be replaced than the previous 
case. This scheme is derived from a simulated annealing 
algorithm, using which we can get a global optimization of 
the Number Hit Ratio and/or Byte Hit Ratio.  

3. The third one is called Evolution-Based Hybrid Algorithm 
with probability=P (EBHA-P), in which two parameters β and 
are χ used as determinant constants to help determine if an 
update operation to the cache list should be done or not. In 
fact, we use them to compare with the parameter minW which 
is calculated as follows: 

f
j

r s
j j

( C .R e q N u m )
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( C .C o u n t ) * ( C .S i z e )
W =
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where min() gets the minimum of the function with 1≤j≤N. 
EBHA-P works as follows: if minW  < β / χ, then we replace 
the cache; else we do not replace the cache, but satisfy the 
client by sending the request to a server. This is because if 
the minW is large (i.e., ≥ β / χ), then the cache block may still 
have a high probability to be accessed by the clients in the 
near future, so we should not replace it. 

4.2 Algorithm Descriptions 
When a mobile client Mi enters the service area of a base station 
Bj and issues a request, the data structures “Cached request 
list“ and “Unsatisfied request list“ are updated, and if 
needed, the cache list must be updated by using a cache 
replacement algorithm. Figures 2 - 7 give our main caching 
scheme, in which Figure 1 illustrates the algorithm for checking if 
Mi’s request should be satisfied by allocating a cache block and/or 
replacing an existing block, Figures 3 - 5 describe the afore-
mentioned three evolution algorithms respectively, and Figures 6-
7 depict the overall caching scheme based on evolution. 
 

Algorithm_Request_Satisfy (individual ind, int flag) 

1. for every block Cp in the cache list do 

2.  Cp.Count++; 

3. end for 

4. if ( Bj.Cp = = Mi.Req) 

5. then Return Bj.Cp to the mobile client 

6. and Bj.Cp.ReqNum++,Bj.Cp.Count=0; 

7. else if(MAX_CACHE_SIZE – TOTAL_IN_CACHE)＞ 

 ∑
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8. then create a cache block for Mi. 

9. else 

10. update cache List using by updating 

algorithm(EBHA-1,EBHA-P or EBHA-PT)  

Figure 2. Deciding the satisfiability of a client request 
 
For our main caching scheme (cf. Figure 6), we use an 
evolutionary algorithm to get the parameters f, s, r, and T. We 
put these parameters into a list called Individual, and by putting 
the Individual list as the parameter to our main caching update 
algorithm, we use a random function to first initialize f, s, and r 
before running the remaining algorithm. In the evolution 
algorithm, Crossover() is the function to get a new individual 
from two parents and it has no difference with the common real 

Notation Definition (Default values) 

Zipf Factor 0.47 

Total number 500 media objects 

Cache space  10% -30% of the total media 

Mean interval  12.5s 

GENERATION the era of evolution (10) 

POP_SIZE the number of individual (40)  

GENELENGTH 3-4 

SIMULATION TIME  50000s(about 4000 request) 

Media Size Uniform distribution in 1Mb – 10Mb 

ReqNum Request times to a cache block 

Size The size of the media block 

w The weight of the cache block 

minW The minimum weight of the cache 
block 

Count A timer for the LRU algorithm  

cid Id of the media object to be updated 

f The weight of ReqNum  

s The weight of Size 

r The weight of Count 

T Parameter used for EBHA-PT. 

χβ ,  Parameter used for EBHA-P 

flag Decide the update strategy to use 



code crossover operation. Besides, Mutation() is the function to 
get a new individual by changing f, s, r, and T to new real 
numbers within the range limit of the parameters. We then run the 
algorithm by using the individuals (parameters) from the 
Individual list for many times, and calculate the average Number 
Hit Ratio (NHR) as the fitness of the individuals. After we get the 
best individual, we put the individual as the parameter to one of 
the hybrid caching replacement algorithms and cache the 
appropriate media block. 
 

Evolution_Based_Hybrid_Algorithm_1 (Mi, Bj, Mediak)      

1. 
s
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6.      cid = j+1; 

7. end for 

8. update the id of cid cache block with Mediak; 

Figure 3.  The algorithm of EBHA-1 
 

Evolution_Based_Hybrid_Algorithm_PT (Mi, Bj, Mediak)  

1. for every media j in Mi’s cache list, do 

2. 
s

j
r

j

f
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3. choose (cid=j) with the probability 
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4. end for 

5. update the cid cache block with Mediak; 

Figure 4.  The algorithm of EBHA-PT 
 
As listed in Table 1, the parameter GENERATION is the total era of 
our evolution-based algorithm, POPSIZE is the total number of 
individual of the evolutionary algorithm, and the GENELENGTH is 
the number of the real number in the individual. To generate an 
individual, we put the needed parameters such as f, s, r, T, β, χ in 
the object list; each object in the objects list can be regarded as an 
individual. 
In the scheme described in Figure 6, the evolution process is very 
much like a genetic algorithm. In particular, it gets POP_SIZE 
individuals and returns the best one which contains the best 
parameters to be used by one of the evolutionary cache 
replacement algorithms.  

Evolution_Based_Hybrid_Algorithm_P (Mi, Bj, Mediak) 

1. 
r
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2. cid = 0; 

3. for every media j in Mi’s cache list 

4. if 
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6.  cid = j+1; 

7. end for 

8. If minW < β / χ  

9. update the cid cache block with Mediak; 

Figure 5.  The algorithm of EBHA-P 
 
The function evaluate(individuali,flag) uses the parameters in 
individuali and decides which evolutionary cache replacement 
algorithms to apply based on the value of “flag”. The result 
“value” returned by evaluate is the BHR or NHR value obtained 
after the chosen cache replacement algorithm is conducted upon 
the user request. If the value is big (>bestValue), then we regard 
the individuali as a desirable candidate with good parameters (f, 
s, r, T, β, χ) to cater for the specific problem. 
 

Algorithm_Evolution (Individual list) 

1. Randomly generate POP_SIZE individuals; 

2. While (Gen<GENERATION) 

3.     for every individuali in the Individual list   

4.      value = Evaluate (individuali, flag); 

5.       individuali.fitness = value 

6.       if (value>bestValue) 

7.          then bestValue = value; 

8.           individualbest = individuali; 

9.     end for 

10.    for every individual in the Individual list   

11.        Crossover(); 

12.        Mutation(); 

13.    end for 

14.    Gen++; 

15. end While 

16. Return individualbest; 

Figure 6. The main evolution-based caching scheme 
 



Subroutine  Evaluate(individuali, flag) 

1. for every request in request list 

2.   Algorithm_Request_Satisfy(individuali,flag); 

3. end for 

4. return value;  

Figure 7.  The Evaluate subroutine  

5. EMPIRICAL STUDY 
In order to evaluate the performance of our scheme vis-à-vis the 
other ones, we compare it with the Least Recently Used (LRU) 
and Least Frequently Used (LFU) algorithms which are widely 
used in mobile data caching. Also, we give a comparison with the 
FSR scheme proposed in [1], in which the weight is defined as:  

w =FfSsRr 
where F is the number of times the block is accessed (i.e., the 
frequency), S is the size of the block (size) and R is the times 
since the last access for the block (i.e., the recentness). The three 
exponents f, r and s are chosen by trial-and-error, and in our 
experiment we adopt f=2, r=0, and s=-1.5 as suggested by the 
authors. A comparison study among all these schemes against our 
three hybrid cache algorithms is conducted with respect to the 
BHR and NHR ratios. 

5.1 Simulation Model 
In our simulation, each media object is randomly assigned with a 
value representing its popularity, and mobile clients choose media 
objects randomly based on such values. The larger the value is, 
the more possible that mobile clients may access that object. 
Formula (3) defines the relationship between the ranking and the 
popularity of a media object, where α  is assumed to be around 
0.5(or more precisely, 0.47).  

1 (1 ).......(3)ipopular rank mediaNumber
rankα= ≤ ≤  

Every mobile client is independent to each other. If the cache of a 
base station Bj can not satisfy a request of its mobile client in Bj’s 
service area, Bj will get the requested media object from a media 
server which is the nearest to it. For the program to generate a 
reliable result, we keep the cache size to be much smaller than 
that of the actual requests in our experiment. 

5.2 Simulation Result 
In the first study, we compare the performance of our Evolution-
Based Hybrid Algorithms with LFU, LRU and FSR from the 
perspectives of NHR, our media size obey the uniform 
distribution (it is also the default distribution of our simulation).  
Totally 500 media objects are involved, with the cache space 
being  about 10% to 30% of the total media data space, and an 
average arrival time of new request being 12.5 seconds (cf. Table 
1). Figure 8 illustrates the result of our study, in which it is shown 
that our three EBHA algorithms have a better Number Hit Ratio 
than that of LFU (Least Frequently Used), LRU (Least Recently 
Used) and FSR. In fact, our three evolutionary hybrid cache 
algorithms perform very similarly to each other, whereas the FSR 
performance is better than LRU and LFU but poorer than ours. 
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Figure 8. Comparison of NHR against Cache Size 
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Our second study compares, from the perspectives of BHR 
against cache size, the performance of our Evolution-Based 
Hybrid Algorithms with LFU, LRU, and FSR. As shown in 
Figure 9, the EBHA-1 is of only a slightly better BHR in 
comparison with LRU and FSR (EBHA-P and EBHA-PT get 
quite similar results with EBHA-1 here). For the size of the media  
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objects uniformly distributed within 1Mb - 10Mb, the size 
distribution has no big impact on caching, so our scheme’s 
performance has little difference with that of LFU in this case. 
Next, we compare our three algorithms with LFU, LRU and FSR 
based on NHR against request number, with the cache size being 



300Mb and media data size obeying the uniform distribution. As 
shown in Figure 11, we can see that EBHA-1, EBHA-P, and 
EBHA-PT perform similarly, having the best NHR than other 
three algorithms; in addition, FSR outperforms LFU and LRU, 
with LRU being the worst. 
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From the above simulation studies, we see that our caching 
scheme can always get the best result in all the cases, whereas 
LRU does not perform well in most cases and FSR or LFU may 
get a good result in some case but not in all the cases. Also, from 
Figure 11, we can see that the user request pattern have a big 
impact on the performance of the cache scheme. As the 
fluctuations of the curves appear to be similar, we can also 
conjecture that the cache schemes share some inner similarity. 
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Figure 12.  Comparison of NHR against ALPHA (α ) 

 
In Figure 12, we compare the algorithms of LFU, LRU, FSR and 
EBHA against α  with uniform distribution of media size; here 
we keep the cache size as 300Mb.  We can see that α  of formula 
(3) also has an impact on the performance: when α  is small (i.e. 
in reasonable value range), the algorithms exhibit quite different 
results, whereas when α  is large, the algorithms perform closer 
to each other.  The reason is that if some media object has a too 
high popularity, the algorithms based on popularity can always 
keep it in the cache, so all algorithms such as LFU, LRU, FSR 
and our EBHA get a good result. However, in most real cases α  
is of a medium value (e.g., around 0.5), in which case our EBHA 
based algorithms always have the best NHR values,  reflecting 
therefore the desired scalability and adapting. 
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As our last study, we compare the difference among our three 
algorithms so as to illustrate their different scalability in terms of 
cache size. In particular, we compare the three algorithms under 
the situation that the user requests are not very regular. As in the 
real-world situations, some media objects may suddenly become 
popular whereas some others quickly become unpopular during a 
particular period of time. As in the previous studies, we assume 
that user requests for the media objects follow the Zipf 
distribution. From Figure 13, we can see that our three algorithms 
perform quite differently against the Byte Hit Ratio (BHR): 
EBHA-PT has the best result; EBHA-P takes the second place, 
whereas EBHA-1 is the worst among the three. 

5.3 Extensibility of our work 
Though our work has been primarily conducted within the mobile 
environment, our approach of devising a scalable cache scheme 
can be applied, with simple adaptation, to different environments 
including for example the traditional multimedia databases and 
document caching. As media objects may have different sizes and 
popularity, the scalability of the caching scheme is very important 
in coping with the changing patterns of different popularity and 
different cache conditions. Our proposed caching scheme can be 
adapted to various dynamic environments in which scalability is 
the must. 

6. CONCLUSIONS AND FUTURE WORK 
In this paper we have presented an evolution-based hybrid cache 
scheme for mobile media data access. The evolutionary aspect of 
our scheme can be perceived as a process of learning the pattern 
of the user requests, the interest of the mobile clients, and the 
characteristics of the cache environment. As user interests may 
keep changing, the popularity of the media data may change with 
time and location. The problem is further complicated when the 
media objects may have different sizes and request patterns. All 
of these factors make it unpractical to design the cache scheme 
based on a fixed approach by simply adopting the traditional 
algorithms such as LFU or LRU. Based on the learning capability, 
our evolution-based hybrid cache scheme is able to adjust to 
different conditions and different criteria. Simulation studies 
suggest that our cache scheme is also scalable in that it can be 
enlarged to a large number of clients and base stations, and 
applied to predict the user request patterns. 



Our future work will investigate the impact of such different 
conditions as “cooperative” vs. “selfish” caching among of the 
mobile clients and base stations. In combination with our 
evolution-based hybrid algorithm, we also plan to incorporate 
other machine learning techniques into the cache mechanism, so 
as to be able to predict the user request pattern and environmental 
characteristics, thereby optimizing the cache performance and 
providing better quality of service. 
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