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Abstract

By leveraging sensors embedded in mobile devices, participatory sensing tries to create cost-effective, large-
scale sensing systems. As these sensors are heterogeneous and low-cost, regular calibration is needed in order
to obtain meaningful data. Due to the large scale, on-the-fly calibration utilizing stationary reference stations
is preferred. As calibration can only be performed in proximity of such stations, uncalibrated measurements
might be uploaded at any point in time. From the data quality perspective, it is desirable to apply backward

calibration for already uploaded values as soon as the device gets calibrated. To protect the user’s privacy,
the server should not be able to link all user measurements. In this article, we therefore present a privacy-
preserving calibration system that enables both forward and backward calibration. The latter is achieved
by transferring calibration parameters to already uploaded measurements without revealing the connection
between the individual measurements. We demonstrate the feasibility of our approach by means of simulation.
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1. Introduction

Today, mobile phones already include an increasing
set of embedded sensors. Currently available phones
come with built-in accelerometers and gyros, as well as
location, audio, and image sensors. Even thermometers
and hygrometers are embedded into the newest models.
With this development, mobile phones evolve from
standard phones, intended for personal communication
only to ubiquitous sensing devices that are globally
distributed.

These devices can be utilized to form a new kind
of sensor network, so-called participatory sensing
networks (PSN) (also referred to as mobile phone
sensing [14], people-centric sensing networks [3], or
mobile crowdsensing [8]), where people serve as carriers
for mobile phone-based sensing devices. PSNs allow
for large-scale, global data collection and real-time
information display. In future, they could be used, e.g.,
to monitor environmental pollution, temperature or the
noise intensity of urban areas. The main advantage
of PSNs is that data can be collected on a large-
scale with automatically deployed and virtually always-
on, consumer-paid and continuously recharged sensor
nodes.
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Leveraging the sensors built into mobile phones
as information source typically entails two main
problems: On the one hand, those sensors are
heterogeneous, due to the great number of different
manufacturers and device models. On the other hand,
sensors embedded in mobile phones are low-cost
hardware. Consequently, calibration is necessary in
order to obtain meaningful data and poses a crucial
aspect for the success of PSNs. In general, there a
two types of calibration: manual and on-the-fly. The
former is typically performed by field experts and
is used for high precision instruments, especially if
manageable amounts of sensors have to be calibrated.
On-the-fly calibration describes an online process, in
which sensors are automatically calibrated while being
deployed and running. It is done by utilizing stationary
reference stations, whose measurements are used as
ground-truth. For large-scale PSNs, manual calibration
is too elaborate and time-consuming, and thus on-the-
fly calibration is preferred.

A calibration process can only be performed if a
mobile phone user comes sufficiently close to one
of those reference stations. As the mobility of users
cannot be controlled, this can lead to the upload
of uncalibrated measurements, especially in case of
long intervals without a user’s encounter with a
reference station. Hence, in order to improve the
system’s overall quality of information, it is desirable

EAI Endorsed Transactions on
Ubiquitous Environments
01-11 2014 | Volume 1] Issue 3 | €5


mailto:<kevin.wiesner@ifi.lmu.de>

K. Wiesner et al.

that the server can apply backward calibration for
already uploaded values, as soon as the calibration
process is carried out for a client, i.e., the server
adjusts previously uploaded measurement values with
the newly determined calibration parameters. In order
to protect the user’s privacy, though, the server should
not be able to link all conducted measurements of a
client, as this could reveal the user’s entire mobility
trace. In other scenarios, this could be achieved by
using changing pseudonyms in combination with MIX
networks [4] to avoid the traceability of users and
their measurements. But the quasi uniqueness of the
calibration parameters would allow to link calibrated
measurements of a user.

In this article, we present our on-the-fly calibration
system PRICAPS (Privacy-Preserving Calibration for
Participatory Sensing) that allows for both forward
and backward calibration in a privacy-preserving
way. The latter is achieved by transferring carefully
selected calibration parameters to already uploaded
measurements in a way that completely blurs the
connection between the individual measurements.

The remainder of this article is organized as follows.
In Section 2, we describe our problem statement and
motivate the need for a privacy-preserving calibration
approach in PSNs. Section 3 discusses related work. In
Section 4, we introduce the calibration model, followed
by the description of PRICAPS in Section 5. Then, we
evaluate our approach in Section 6, and finally conclude
in Section 7.

2. Motivation & Problem Statement

In this section, we want to emphasize the need for a
privacy-preserving calibration system for participatory
sensing. We first motivate the need for backward
and forward calibration. Then, we outline the arising
problem.

Participatory sensing creates large-scale, low-cost
sensor networks that allow for comprehensive data
collection in urban or densely populated areas. These
networks "enable public and professional users to
gather, analyze and share local knowledge" [1] by
creating participatory sensing campaigns and tasking
mobile devices.

In order to allow for multi-purpose usage, data
should be accurate and accessible in real-time. For
instance, statistic applications need very accurate data,
however, not necessarily the freshest. In contrast, live
applications need up-to-date information, which in
return does not have to be perfect. For instance, a
routing service that calculates the most ecological route,
such as Eco Routing [6], requires knowledge about
the current situation, even if provided data is slightly
inaccurate.
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Figure 1. Applying exact backward calibration parameters (here:
c1 and c,), can reveal the link between uploaded measurements
(indicated with diamonds).

The provision of accurate and instantly accessible
data through PSNs is per se not possible, as collected
data is typically inaccurate due to the heterogeneous
low-cost sensors built into mobile devices. As a
consequence, calibration is needed in order to extract
meaningful information out of the provided raw data.
As calibration in PSNs is typically done on-the-fly
with the help of ground-truth reference stations [9],
an instant calibration is, in general, not possible. We
therefore propose a calibration system that supports
forward and backward calibration. This allows for
both uploading uncalibrated data immediately and
correcting uploaded values (ex post) if more precise data
is available through a recent calibration.

However, the backward calibration poses a privacy
problem: If a user has uploaded measurements that she
wants to correct due to a recent calibration, she has to
let the server know about the new calibration and the
measurements that should be corrected.

A user u has to send the calibration parameters c,
and the set of measurement identifiers that should be
adapted (mj, ..., m; ;). Even if split into j + 1 separately
sent tuples < c,, m; >,...,<c,, Miyj >, the server could
link all measurements to user u due the quasi
uniqueness of c¢,, as calibration parameters typically
differ from device to device. If all measurements
m;, ..., mjj can be linked to user u, the server also
knows about the mobility trace of this users in this
interval. This is illustrated in Figure 1. Here two users
11 and u, upload their calibration parameters ¢; and ¢,
respectively, which allows the server to reconstruct the
mobility traces, indicated by the arrows.

Thus, a calibration system for participatory sensing
needs to allow for backward calibration of already
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uploaded measurements in way that does not breach the
users’ privacy by allowing a reconstruction of mobility
traces.

3. Related Work

There is a lot of research work related to participatory
sensing. Most work focuses on approaches and tech-
niques that enable data collection with mobiles phones
([1, 3, 7, 14, 21]), but neglect calibration issues. In
addition, there is also a wide range of work dealing with
sensor calibration in general. For instance, Bychkovskiy
et al. [2] presented a post-deployment calibration tech-
nique, designed especially for dense sensor networks.
In a first step, the algorithm exploits the temporal
correlation of signals received at neighboring nodes to
derive relative calibration relationships between each
pair of neighbors. In a second step, the consistency of
these calibration functions is maximized. White and
Culler [20] proposed a calibration approach based on
parameter estimation, which was primarily developed
for sensor and actuator networks, in which both sensors
and actuators require calibration. However, this kind
of approaches generally cannot be applied to partici-
patory sensing, as dense networks of static, resource-
constrained or actuator nodes are assumed.

Miluzzo et al. proposed CaliBree [16], a distributed
self-calibration system for mobile wireless sensor
networks. Mobile sensors compare their data with
those of ground-truth nodes when they experience
the same environment, i.e., upon reception of locally
broadcasted ground-truth information. As their nodes
do not possess any positioning capabilities, they are
dependent on the broadcasted information. In our
approach, we assume that mobile phones are able
to determine their position (e.g., using GPS), which
allows for a more precise determination of whether
nodes should experience the same environment.
Furthermore, no direct wireless communication link
between ground-truth stations and sensors is necessary,
thereby facilitating the integration of already existing
measurement stations and avoiding investments in
new hardware. In contrast to the distributed CaliBree
calibration, Honicky [11] presented an centralized
approach, where the automatic calibration of sensors
embedded into mobile phones is achieved by using
Gaussian process regression. Through the cloud-
based approach, global information about all of the
sensors in the system can be integrated into the
calibration process. Hasenfratz et al. [10] introduced
new calibration algorithms, i.e., backward and instant
calibration for on-the-fly calibration of low-cost gas
sensors. The focus of the article lies on applying the
algorithms on actual data and no mechanisms for the
exchange of data between the entities is described.
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Figure 2. Systematic and random measurement errors (adapted
from Bychkovskiy et al|2])

These approaches either neglect the privacy aspect as
a central instance knows about all measurements of the
nodes [11] or do not take into account that nodes pass
by reference stations infrequently. The latter leads to
the upload of possibly uncalibrated measurements. To
the best of our knowledge, our approach is the first that
preserves the users’ privacy and allows for backward
and forward calibration.

4. Calibration Model

We assume mobile phones to be equipped with low-cost
gas sensors, which we aim to calibrate with our system.
In this section, we therefore introduce the underlying
calibration model.

PSNs can be seen as a special type of sensor network.
Sensor networks usually aim to monitor one or multiple
phenomena of interest. In order to be able to detect a
phenomenon P, there needs to be a measurable signal
p: T — D that arises from P, with T C R* being the
time and D C R being the value domain. Let mg(t;) be
the measurement of a sensor s at time t; € T, and p(¢;)
the actual value of the phenomenon at that time. If
sensor s is a perfect sensor, mg(t;) = p(t;) is true for any
point in time and no calibration is necessary.

However, sensors are typically not behaving perfectly,
and especially for low-cost gas sensors there is a
significant precision loss due to sensor aging [12] and
influencing contextual settings (e.g., humidity) [13].
Typically two types of measurement errors occur (see
Figure 2): the Bias describes an offset in the mean
amplitude of the readings #i; from the true value p,
whereas the Noise describes the random component
in the error. The aim of calibration is to remove
the systematic Bias, whereas the Noise can typically
compensated by repeated measurements. Calibration
of sensors can hence be described as the process of
minimizing the deviation of the measured values m(t;)
from the actual values p(t;), which is achieved by
applying a calibration curve ¢ to the measured values.
We use a polynomial of order k as a representation of ¢ :
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RF*1 x D — D with a vector of calibration parameters ¢ =
(¢os €1, s k) € R¥*1 and x as the measurement input:

k

plex) =) cpral. (1)

n=0

As a sensor can be calibrated several times, we denote
w: T — R as the function returning the effective
calibration parameters at a certain point of time. As a
result, the calibrated value i (¢;) of a sensor s at time t;

1S
k

(1) = pla(t) ms(ti) = ) wltidyxms(ti)'. (2)
n=0

For a perfect sensor s that needs no calibration,
itis Vt; € T : w(t;) =(0,1,0,0,..,0) € R&*1 and my(t;) =
p(t;). By means of calibration we aim for perfectly
calibrated sensors that behave like perfect sensors from
a point f. in time onwards, so that Vt; >t ,teT:
w(tiy1) = w(t;) and ig(t;) = p(t;). This ideal state is
typically not reached, as sensors continuously degrade
and thus do not remain perfectly calibrated. However,
by continuously repeating the calibration process an
approximation of the ideal state can be reached.

In order to determine the above introduced calibra-
tion curve ¢, a set C (with |C|> (k+1)) of calibra-
tion tuples < mg(t;), p(t;) > is needed, i.e., for a certain
number of measurements we need to know the actual
value of the phenomenon of interest. For this purpose,
we utilize stationary reference stations, as we assume
those sensors to be perfectly calibrated at any point.
For each measurement m(t;) and actual value p(t;),
we store the time t; and the location /; of the mobile
phone, respectively of the reference station, so that we
have a set of measurements M, consisting of tuples
of the form < t, m,(t), [(t) >, and a set of actual values
S, consisting of tuples of the form <t,p(t),I(t)>. To
access the different parts of these tuples, we use the
dot notation, e.g., m.l for the location of a tuple m € M.
Hence, the set of calibration tuples C can be written as

seS,meM:C ={(s.p, mmyg)||s.t — m.t| < &
Als.l —m.l| < &),

(3)

with 6; and 0; being parameters describing the
temporal and spatial distance between ground-truth
and mobile measurements, which have to be adapted
according to the phenomenon of interest.

5. PRICAPS: Privacy-Preserving Calibration for
Participatory Sensing

In this section, we will describe our system for Privacy-
Preserving Calibration for Participatory Sensing (PRI-
CAPS). As proposed by Christin et al., we use the term
Participatory Sensing “to designate applications using
mobile phones as sensors (or as data sink for interfaced
sensors) where participants voluntarily contribute sen-
sor data for their own benefit and/or the benefit of
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the community” [5]. The process of data collection and
upload is described in Section 5.1. Calibration refers
to the process of minimizing the deviation of mea-
surement values from actual values by determining a
calibration curve (cf. Section 4). PRICAPS is an on-the-
fly calibration system, i.e., it calibrates sensors while
they are in use by utilizing stationary reference sta-
tions providing ground-truth data. Many cities already
deployed stationary sensor stations measuring the air
quality in use. For instance, Zurich has four stations!,
and in Munich there are even 10 stations deployed?. We
assume such reference stations to be available and that
their measurements are accessible through well-defined
web service interfaces.

Figure 3 illustrates the calibration pipeline of our
system. By comparing reference measurements to the
user’s measurement data, instant forward calibration can
be performed. Forward calibration refers to the process
of determining a calibration curve on a user’s mobile
device that is applied to future measurements before
uploading those. In contrast, backward calibration refers
to the process of adjusting previous measurements
by applying a newly determined calibration curve to
already uploaded data. In the following, we shortly
describe the measuring and upload process, before the
two calibration phases are described in more detail.

5.1. Measurements & Data Upload

In order to obtain data that can be calibrated,
measurements have to be taken first. We assume that
users conduct measurements using their mobile phones
and upload their data to a server, which is responsible
for storing all measurements. The upload is done
via MIX networks with users utilizing self-generated
pseudonyms for communicating their measurements
and change those on a regular basis. Users can
even use a new pseudonym for each measurement.
These pseudonyms, in the following also denoted as
psi4, are necessary in order to be able to reference
specific measurements within the backward calibration
process. In addition, the location of the measurement
is transmitted, resulting in upload tuples of the form
< psig, Mg, 1 >.

To avoid timing-based attacks, these tuples do not
include the (local) time at which the measurement was
taken. Instead, time is divided into intervals ¢;,; that
match the required measurement frequency, e.g., t;,; =
15min if the measurement frequency is 4x per hour, and
measurements are uploaded at a random point of time
within these intervals. The server records the arrival
time t,,, of the incoming measurements and stores the
combined tuples < t,,,, ps;4, M, | > in its database.

1h‘t‘rp: [ /www.ostluft.ch/
Zhttp://maps.muenchen.de/rgu/luftmessstationen

EAIl Endorsed Transactions on
Ubiquitous Environments
01-11 2014 | Volume 1| Issue 3 | €5


http://www.ostluft.ch/
http://maps.muenchen.de/rgu/luftmessstationen

PRICAPS: A System for Privacy-Preserving Calibration in Participatory Sensing Networks

Forward Calibration

Backward Calibration

Reference
Measurements Recent
Retrieval Pseudonyms

Sampling

Measurements

| Pseudonym
Calibration

Parameters '
Calibration ';°Iyr"°mi'ar|1 - gv?rghtt?dn
Tuples egressio orrectio
Local Global

Figure 3. Calibration pipeline showing the two calibration phases

5.2. Forward Calibration

In the forward calibration process, a calibration curve
is determined based on the comparison of recent
measurements of both the mobile phone and a reference
station. First, the user’s device (hereafter referred to as
the client) needs to be aware of any reference stations
within its area. Therefore, the server provides a list of
reference stations together with their locations and the
accessible data interface for the reference measurement
retrieval. This list is requested as soon as the client
enters an unknown area, and is refreshed by periodical
updates.

Knowing the locations of nearby reference stations,
the client checks for each measurement, whether it
is in proximity of one of those. If so, the reference
measurements are retrieved. As mentioned in the
previous section, the temporal and spatial ranges
stating what is to be considered as “proximity” depend
on the phenomena of interest and have to be specified
by adapting the parameters o; and 9; in Equation 3.

If reference measurements are only downloaded
when users are in proximity of a station, the station’s
operator might draw conclusions about the number of
users that performed a calibration within a calibration
period, especially in scenarios with only a few users
that are calibrating. To avoid this, in each calibration
period a certain percentage I of users perform fake data
request, i.e., they request data from reference stations
without being close to such a station. Each user u draws
a random number y, from [0.0;1.0] and if y, <T a
fake data request is performed at a random time within
the calibration period. Since no matching user-collected
measurement exist, retrieved responses to fake data
requests are simply discarded by the users.

For real reference retrievals, the locally recorded
measurements and the reference measurements are
then combined and the calibration tuples are formed
through a temporal and spatial filtering process (cf.
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Section 4). Basically, this step combines measurements
that were taken at approximately the same time and
location. These calibration tuples are then used to
determine a calibration curve that is specific to the
current state of a mobile user’s sensing equipment.
In order to avoid distorted or premature calibrations,
PRICAPS takes the following countermeasures: First,
forward calibration is only performed if a predefined
minimal number of calibration tuples (Cpincount) €xist
in order to reduce the impact of possible outliers
within the calibration tuples. Second, calibration is
only started if a certain value range within the
calibration tuples is covered (Cprinrange), to avoid
a calibration optimized for a limited value range.
Third, in order to avoid unnecessary calibrations,
the calibration process is only started if a certain
timeout has been exceeded since the last calibration
(CTimeout)- The actual determination of the calibration
curve parameters is done by polynomial regression. The
model is fitted using the method of least squares, which
minimizes the sum of the squares of the deviations
between reference and mobile sensor measurements.
The determined calibration tuples are then used to
correct future measurements before uploading them
(see Figure 4). In a discretized form, they are also
used during backward calibration to correct already
uploaded measurements.

5.3. Backward Calibration

In the backward calibration process, already uploaded
measurements should be adjusted with a newly
determined calibration curve. As already mentioned,
users change their pseudonyms on a regular basis
in order to protect their privacy. As a result, only
the users themselves know which pseudonyms the
calibration curve should be applied to. Thus, a client
that has locally determined a new calibration curve
has to inform the server about the pseudonyms and
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Figure 4. Example excerpt of simulated and calibrated

measurements of a node over time.

the calibration parameters. A naive approach would
be to send tuples consisting of the pseudonym to be
adjusted and the calibration vector c. However, this
would naturally lead to a breach of the user’s privacy: as
the exact calibration parameter vector typically differs
from phone to phone, sending ¢ could reveal the link
between the different pseudonyms of a user (see Figure
1).
In PRICAPS, this is counteracted by incorporating
the concept of k-anonymity [19]. To obfuscate the
exact calibration parameter, the client discretizes
the calibration parameters before uploading them
to the server. By this, the probability of having
the same calibration vector ¢ as other clients and
achieving k-anonymity is increased. For this process, a
discretization function i : RF+ x RA1 5 REHL g ysed,
which returns a discretized (and thereby generalized)
calibration vector ¢:

[ g * (do = 0(c))
¢=yled) = : : 4)
f%] * (di » 0(c))

where d € R¥*! is the discretization vector that is
known system-wide (i.e., all clients use the same d) and
[x]| denotes the rounding function to the nearest integer.
0 describes a factor for adjusting the discretization
granularity to the extent of the deviation 6 of ¢ from the
perfect sensor s: O(c) = 2"*([189(0)-¢10) with § being the
degree of deviation 6(c) =|lc—sll, = (Zﬁzo(‘:"d—_j")z)%,
and ¢ being a constant for determining the steps
of adjustment. To clarify this step, we illustrate the
discretization with an example: We assume a calibration
vector ¢ =(9.3292,0.8567) and a discretization vector
d =(2.0,0.1) with ¢ = 2. This leads to o(c) = 4.8798 and
6(c) = 2, and finally to the discretized calibration vector
¢ =(8.0,0.8).

Naturally, as ¢ is distorted, the discretization
process leads to a loss of precision, with the amount
of distortion depending on d. However, the error
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introduced should be relatively small compared to the
gain of precision achieved by calibrating and adjusting
mg(t;) to #is(t;), even with deliberately distorting the
calibration parameters. Furthermore, as ¢ is only used
within the backward calibration process, the error does
not propagate to future measurements.

To avoid privacy attacks based on the upload time,
backward calibration parameters are only uploaded
at certain specified times, resulting in so-called
“calibration bursts”. By this, all users that want to apply
backward calibration to their measurements, upload
their parameters for the total interval since the last
calibration burst. As done before, the upload of ¢ to
the server is carried out via a MIX network, so that the
updates cannot be linked to the physical device.

The last step is the weighted correction of former
measurements by the server. This is done by applying
the received calibration parameters and calculating a
new measurement value. Ideally, this new value and
the former value should be combined to a corrected
measurement value by using weights that depend on
the point of time within the last calibration period of
the corresponding node. Measurements closer to the
calibration point at which the backward calibration
parameters have been determined should be stronger
affected by the correction than measurements closer to
the previous calibration point. The idea behind this is
that it is typically not reasonable to alter measurements
that have just been (forward) calibrated by applying a
much later determined backward calibration. However,
as the server does not know the actual calibration times
of a node, only an approximation can be calculated.
Instead of using the actual calibration times, the server
uses weights that depend on the point of time within
the calibration burst. The corrected value #i,(t;) is
calculated with the following formula

_ oy (ti—cbyy) = p(w(cby), m(t;))
1is(ti) = cby, —cby
n (cby = ti) * p(w(cby_1), ms(ti))
cby —cbyy

(5)

’

where cb,, and c¢b,,_; denote the times of the current
calibration burst and the previous calibration burst
respectively. As this might heavily deviate from the
ideal weighted correction, the client calculates the ideal
weighted correction #i(t;) itself before uploading the
backward calibration parameters

W (t) _ (ti - Ctﬂ*l) * ¢(a)(Ctn)’ ms(ti))
e cty —cty—q
(et = 1)+ ol 1), ms(t1)
cty —ctyq

(6)

’

with ct, and ct, ; denoting the actual calibration
times of that node. Only if a backward calibrated

6 EAI Endorsed Transactions on

Ubiquitous Environments
01-11 2014 | Volume 1| Issue 3 | €5



PRICAPS: A System for Privacy-Preserving Calibration in Participatory Sensing Networks

value is closer to the ideally corrected value, i.e.,
if |miig(t;) — mg(t;)| > |hs(t;) — miag(t;)|, the client uploads
the calibration parameters and initiates the backward
calibration process.

6. Evaluation

We evaluated our concept by means of simulation. As
ground truth data for our simulated measurements, we
used real ozone measurements of 14 days collected at
stationary stations in Munich (cf. Footnote 2, p. 4). We
interpolated this data in the time domain to increase the
resolution from 1/hour to 1/minute, as well as in the
spatial domain, in order to have a ground truth value for
each position within the simulation area. For the latter,
we employed Shepard’s method for Inverse Distance
Weighting [18] with the power parameter p = 2.

To simulate the deviation of mobile sensors, we
used the model for ozone measurements presented
in [10]: the authors deployed sensors with MiCS-
OZ-47 ozone sensing heads, and found that the
measurement errors are normally distributed, if they
are only initially calibrated. They observed a normal
distribution N(y,az) with p~U(-9,9) ppb and o ~
N(3,1) ppb over the period of a day. For our
simulations, we applied this model to generate artificial
data, i.e., based on this model we determined an error
curve for each sensor node. The error curve was set
to an order of 1, i.e., a polynomial of the form axx +
b, where a was set to a random value ranging from
[-8.0,8.0] and b to a value ranging from [-0.2,0.2], as
those values closely modeled the mentioned behavior.
We also integrated an aging factor of 0.2 ppm/day (as
in [10]) to account for the loss of precision over time.
As a result, a measurement was simulated by applying
the error curve on the ground truth value, adding the
deviation arising from sensor aging, and finally adding
some noise from the aforementioned distribution.

We then conducted simulations with the setup stated
in Table 1. The backward calibration was performed
once per week. The calibration curve ¢ was set to an
order of 1, thus ¢, ¢ and d € R?% In our evaluations
we used the following discretization parameters: dg =
{1.0,1.5,2.0}, d; = {0.05,0.1,0.15,0.2}, and ¢ = {2, 3,4},
resulting in 36 different discretization combinations.
In the following, discretization parameter combinations
are written in the form dy, dy; ¢.

6.1. K-Anonymity

In a first step, we analyzed our approach regarding
the level of k-Anonymity. We therefore run simulations
with each of the above mentioned discretization
combination and analyzed how often k-Anonymity was
reached for k = {2, 3,...,10}.
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Figures 5a-c show the achieved k-Anonymity for 1000
nodes. It is obvious that more fine-grained discretiza-
tion vectors, i.e., vectors with small discretization steps
(such as 1.0, 0.05; 4.0) perform worse than more coarse-
grained vectors (such as 2.0,0.2;2.0). It can be seen
that especially the discretization parameter d; is deci-
sive, and that discretizations with d; = 0.15 or d; =
0.2 reached the desired k-Anonymity level significantly
more often. The results also show that smaller values for
¢ have a more positive impact on the anonymity level
than larger values, as the discretization parameters are
adapted more rapidly and thus become more coarse-
grained. For k = 5, the k-Anonymity level was reached
in more than 80% of the time with 28 out of the 36 dis-
cretization combinations. For k = 10, 23 discretization
combinations reached the specified level in more than
60% of the time. We then selected the worst and the best
performing discretization from the former results and
simulated it with varying node numbers, i.e., #nodes =
{1000, 1500, 2000}. The results are shown in Figure 5d.
It can be seen that especially in the worst case, the
increase of participating nodes significantly increases
the percentage of achieved k-Anonymity.

6.2. Discretization Error

In a next step, we analyzed the error introduced by
discretizing the calibration parameters in the backward
calibration process. In this step, we only considered
discretization parameters that achieved a k-Anonymity
level of 10 at least 60% of the time. Figures 6a,b
show the average discretization error in relation to the
average calibration gain (the average was calculated
only over the amount of nodes that performed a
calibration). For the former, we compared the results
using the discretized calibration vector ¢ with those
using the exact calibration parameters c¢ (in relation
to the ground truth value). The calibration gain is
the average gain in precision when applying the
discretized calibration curve ¢, compared to results
without calibration. Here, the results are obviously
orthogonal to the aforementioned results: the most fine-
grained discretization results in the lowest error and
the highest gain. It can be seen again that especially
the choice of d; and ¢ are decisive for the result.
Even though a few exceptions resulted in a negative
backward calibration gain, i.e., the discretization of
the calibration lead to a worse result than without the
calibration, with most parameters a positive result was
achieved.

We further examined the calibration gain for each
calibration period, which is the time interval between
two calibration points, e.g., the first calibration period
(Cp) is the time interval from the simulation start until
the first calibration. More precisely, we define the set
of calibration periods as follows: {iel,.,n+1:C; =
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Table 1. Simulation setup

No. of Nodes 1000, 1500, 2000
Mobility Model Random Walk
Measurement frequency 4x per hour

51 250 m

CMinRange 30 ppm

Simulation time 14 days
Max. speed 8.33 %
No. of reference stations 5
CMinCount 5
Climeout 5 days
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Figure 5. Achieved k-Anonymity level for discretization parameters

[te, 5 te; 1}, with {tc , tc,, ..t } being the set of calibration
times. As we set Crjueour = 5 for our simulations, a
maximum of three calibration points was possible and
consequently a maximum of four calibration periods
(Cy to Cy).

The upper parts of Figures 7a,b show the average
calibration gain for the individual calibration periods
and the overall gain, whereas the lower parts show the
number of nodes that were calibrated in the individual
round. In each figure, the forward calibration gain was
only plotted once, since forward calibration does not
depend on discretization parameters. We illustrated the
results for 2000 nodes and chose those discretization
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parameters, whose backward calibration gain was
higher than the discretization error (see Figure 6a,b).
In Figure 7a, the results with the aforementioned aging
factor of 0.2 ppb/day are illustrated. In period C;
no forward calibration gain is achieved, as forward
calibration adapts only future measurements, i.e., from
t., onwards. But for the following rounds, an increasing
forward calibration gain can be observed, however,
with a strongly decreasing number of nodes. The
backward calibration has the highest impact in Cy,
as uploaded values in this period are completely
uncalibrated. In the following rounds, the backward
calibration is comparatively small and in the third
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Figure 7. Comparison of forward and backward calibration gain per calibration period with varying aging factors.

round even negative. This stems from the relatively
short time interval between the calibration points. In
Cj3, the sensors have already been calibrated twice and
the aging factor does not distort the measurements
strongly enough within this calibration interval, so that
the discretized backward calibration is not reasonable
in this case. In Figure 7b, we increased the aging factor
to 1.2 ppb/day. This simulates a stronger aging of the
sensors, but can also be interpreted as longer periods
between the calibration points with a constant aging
factor (i.e., 6 times longer calibration intervals with
an aging factor of 0.2 ppb/day). It can be seen that
both the forward and the backward calibration gain
increased; the latter now results in a positive gain in
each round. As could be expected, this shows that
backward calibration is reasonable if the calibration
interval is long enough for the sensors to significantly
deviate from their former calibration.
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Figure 8. Example scenarios that illustrate possible limitations.

6.3. Discussion & Challenges

Discussion. In this section, we want to discuss the
limitations of our approach. As the presented results
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above showed, PRICAPS cannot guarantee a certain
level of anonymity but can rather be seen as a
“best effort” approach depending on the number of
participating users and their mobility.

Further, our approach does not really incorporate
means for coping with different probabilities of certain
traces. A highly simplified example is shown in Figure
8a. The solid traces might be more likely than the dotted
traces, where both users would take a detour. However,
in PRICAPS we assume the sampling rate to be very low,
so that each measurement could have been conducted
by a large portion of the users and, as a result, there are
plenty of possible trace combination, so that a reliable
reconstruction of the trace should not be possible.

Another aspect that might weaken the privacy level
is the possibility that measurements are too far apart
so that it is obvious that they do not belong to the
same user. In Figure 8b, a possible scenario is shown
for two users. In this case, it seems as there are two
users and their traces could be reconstructed. However,
the server does not know how many users are currently
participating. It could also be the case that this are four
different users, so again a reliable trace reconstruction
is not possible.

Notice that in all our results, we stated the worst-case
k-anonymity level, i.e., we calculated the k-anonymity
level as if it was known how many users are calibrating.
If there are n users with the same calibration vector ¢
and each users adapts m measurements, there are in
total n+m updated measurements. In our results, we
stated this as k-anonymity level of n. In fact, the server
is not aware of the actual amount of users and from the
server perspective the updates could originate from a
group ranging from 1 to n+m users. As a result, the
privacy level should be even higher than our results
indicate.

To further improve the results, PRICAPS could be
extended by gamification features, i.e., users could be
incentivised to adapt their mobility. As proposed in
[15], users could be rewarded, if they adapt their route
in a specified way. This could be used to prompt
participants to visit reference stations more often,
which would lead to better results regarding data
quality and user privacy.

Challenges. A major challenge of realizing PRICAPS
is the necessity of appropriate reference stations. This
entails that a sufficient amount of stations is required
and that those stations have to be reasonably located
within the investigation area, so that users pass these
sites frequently. Further, as mentioned in 5, we assume
reference measurements to be accessible through well-
defined web service interfaces. As a consequence,
existing stations have to be upgraded or new stations
have to be deployed in order to fulfill this requirements.
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However, building up this infrastructure is very costly
and probably takes time.

Another challenge not tackled yet is the consideration
of a phone’s context when initiating a calibration
process. If a mobile phone is in a pocket or bag
when approaching a reference station, it is obvious
that its measurements deviate from those collected
by the station. As a result, calibration tuples should
only be recorded if reference station and mobile phone
experience the same context. Therefore, a recognition
system for the phone’s context as in [17] should be
incorporated.

7. Conclusion & Future Work

We presented PRICAPS, a system for privacy-
preserving calibration system in participatory sensing
networks that enables forward as well as backward
calibration, while simultaneously protecting the users’
privacy. We proposed a pseudonym-based system
that allows for transferring calibration parameters to
other pseudonyms without revealing the connection
between those. Our analysis shows that we can achieve
a high degree of anonymity, but only at the price of
sacrificing precision. More precisely, the anonymity
level and the backward calibration gain are negatively
correlated, i.e., an increase of the one leads to a decrease
of the other. Our results show that there are several
discretization parameters that lead to promising results
for both, however, the “optimal” setting depends on
the application scenario and the subsequent weighting
of anonymity in relation to precision. As the loss of
precision is small in relation to the overall gain, we
believe that PRICAPS represents a valid concept for
privacy-preserving calibration in PSNs.

In future work, we want to evaluate our concept
with more extensive simulations using a realistic urban
simulation environment and implement a prototype to
evaluate the concept in real-life settings.
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