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Abstract— We consider the following problem of spatial dowlink

prioritization. Mobiles arrive at a cell at locations that are
determined according to some probability distributon. The
further a mobile is from the base station, the weadr is its received
power and thus the lower is the transmission rateatit. Beside this
uncontrollable phenomenon that differentiates betwen mobiles
according to their location, one can design other ontrolled

mechanisms that differentiate between them. \& analyse various
priority policies where the assigned priority is gven in terms of
the distance of the mobiles from the base statiofhis gives rise to
a whole continuum of priority levels. We study thanfluence that
the combined location density and priority policy lave on the
quality of service of the mobiles and on the netwér overall

performance. Applying our model to a HSDPA system,we
calculate a quality of service indicator, the sojorn time, using a
priority scheduling strategy, a processor sharing oe and a first
come first served one. Considering three types ofrival flow, a

uniform one, a non uniform one and a flow which geerates a
constant load in the cell, we show the sojourn timdepends on the
adopted strategy, but also on the location of the abile and on the
arrival flow type. In particular, a numerical study based on our
model shows that a maximum SIR priority does not povide in

any case the minimum sojourn time.
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INTRODUCTION

Radio communications systems manage more and nmavéem
data traffic. The available bandwidth being limitetifferent

strategies are adopted by operators to share thied

resources, and to schedule the use of radio chanheéé

consider in this paper the scheduling of downlnalfic and we
study the performance of the subclass of fixedrjtyipolicies,

where priority rules are defined as a functionhaf distance of
a mobile from the base station. This gives riseatahole
continuum of priority levels. We study the influenthat the
combined location density and priority policy haga the
quality of service of the mobiles and on the netwoverall

performance. This gives rise to a whole continudrprarity

levels.

The first part of the paper is devoted to the swithe resulting
priority queue model. We derive expressions fordkpected
sojourn times of connections as a function of dwation of the
mobile. We furthermore obtain conservation laws fbe
workload in the system for a whole class of works&rving
scheduling policies. We then use these tools talystihe
influence that the combined location density andrfiy policy
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have on the quality of service of thmobiles and on the
network overall performance. We study the qualityservice
(QoS) of a HSDPA system, considering three typearofal
flow, a uniform one, a non uniform one and a flovieh
generates a constant load density in the cell. @epare the
sojourn time under various scheduling policies: réorjy
scheduling strategy (P), a processor sharing o8gdRd a first
come first served one (FCFS). We analyze the egdexdjourn
time using a maximum SIR priority (SHR) and a minimum
SIR priority (SIRyi,). We particularly determine that a SIR
priority does not providén any case the minimum expected
sojourn time.

Related work on scheduling policiesWe briefly mention
some other policies that have been proposed fornlioky
scheduling for HSDPA. The Fair algorithms are baift the
share of the resources in a fairly way to the upsgsent in the
cell. In the Efficient algorithms (maximum SIR)[13the
resources are allocated to the mobile with the best
instantaneous link quality, and so the throughguhe cell is
maximized at each time. The Efficient-fair algonith[13] do a
compromise between efficiency and fairness, in orte
overcome the drawbacks of the previous methods. The
principle of the Proportional-Fair algorithm [14]9] is based
on the transmission to the user with the higheda date
relative to its current average data rate. The &Based
algorithm [16] keeps track of the last n valuegtaf feasible
rate for each user and then selects the user héthest score,
that is, with the best position. To decide whidlatgtgy will be
adopted to share the transmission between a gueaber of
consumers, a queueing priority analysis can be gqzegh
Different kind of priority analyses may be doner &xample,
the system can be considered as static or dynaingicservice
discipline can be preemptive or non-preemptive. data
networks, a priority discipline has to improve thean delay or
to satisfy the stringent delay requirement of dedagsitive
traffics.

Related work on priority rules. Related works on the subject
mainly consider a discrete limited set of priogti&he channel
allocation mechanism proposed in [7] is based am fviority
schemes, a high one for handoff calls and a lowfon@mew
calls. To reduce call blocking and failure in a ntelzellular
network, a dynamical priority strategy is proposed8], for
carrier allocation. In [9], the authors present amalytical
framework for dynamic priority queueing of handowetls in



wireless networks, with two classes of priority. [t0], the

authors propose a combined preemptive or nonpreesnpt

priority discipline. In [11], the authors considar priority

gueueing system with two different types of trafiicodelled
by continuous fluid flows, high and low priorityh&y consider
a simple priority queueing system.

. PRIORITY MODEL

Consider a marked point procesk, ,V, ,X,} whereT, is the
time when they, arrival occurs¥, O [0,1] indicates the class to
which belong then, arriving customer and,=0 denotes its
service requirement. A customer of clashas priority level

a(x).

Wiiturex :W(X)jl[q({)zq(x)} dp{ (2.3)

We conclude that

W(x) =W + J.Jiq(s)Zq(x)}W(f)dps +W(X)J.]{q(s>2q(x)} do;

We conclude that

Let E[S] denote the expected service time required by aghose solution is
arrival of priorityx. The arrival class of a customer is chosen

according to some general distributiéR(c)=P(X< c). We
define the workloads

po=1 [EISIF@0), (11a)

[0.x]

and (1.1b)

p.=4 [EISIR (0,

[0,%)

Define the priority distributiorfr4(c) = P(q(X) sc). (1.2)

II.  MODEL: M/G/1 NON-PREEMPTIVE HOL QUEUE
Consider arrivals of customers according to a Paisate with

parametel. The service requirement brought by a customer o

classx is generally distributed (it may depend x)nwith first
momenta, and distributions,. The arrival priority sequence is

i.i.d. We wish to compute the expected waithx) time of
some tagged customer of priority lexeWe proceed similar to
[12] [Vol. 2, Chapter 3]. It is the sum of

(i) the expected residual service tiMé, of the customer in
service,

(i) the expected service tim@/, e Of all the customers of
priority larger than or equal that were in the system when
the tagged customer arrived, and

(iii) the expected service tim@yec Of all the arrivals of
customers of priorities higher than the taggedamsts that
arrive during the waiting time of the tagged custom

We have as in [12]:

Wremh 2] B[S F(E) (2.)

Note thatW,e does not depend on the priorities. Wik,
denoting the number of customers with priodtywe have by
PASTA and by Little’s law

Woresent x = J‘]{q@)zq(x)}@d'f['\‘z] = j]{q(mq(x)}w(f)dpf (2.2)
and finally

Wr$+ >q(x W(é)d
W0 = I]{q(f) aeyW(S)dog 2.4)
1- J-l{q(rf)zq(x)} doe
W(x) = Wes xU[o1] ;5

(“ J-]{quq(x)} doe )2

lll.  APPLICATION : SCHEDULING IN HSDPA

The HSDPA (High Speed Downlink Packet Access) heenb
introduced in UMTS (3GPP specifications for Rele&¥dn
order to adapt more dynamically the radio resoumehe
nature of packet switched traffic, and to offerhmotghput
transmission higher than in WCDMA [2][3][4]. The BBA is,
by nature, well adapted to Non-Real Time (NRT) m&w (no
delay constraint). The scheduling strategies remtesne of the
key factors of the QoS of that system.

We first consider a single cell with a unit radausd a single
Pase station that transmits at its maximum poleMobiles
arrive according to a Poisson process and thetamts to the
base station is determined according to the digich F,. The
power gain between the base station and a mokaléiatance
is given by k= min(1, Xx") wheren, the powerloss exponent, is
typically between 2 and 3. We assume that mobileserved
according to the HOL non-preemptive priority scheme

I11.1 Transmission rate and service time
The transmission raf8, to a mobile at a distaneedepends on
the signal to noise ratio. Specifically, we can sider the
following models,

B,= aPhJ/ Ny, (3.1)
whereNy, is the thermal noise.e. it is linear in the signal to
noise ratioa is a constant

As a special case, we may assume that the sessimestdo not
depend on the arrival location: Denotiigthe service time

(second) at the positior, and v, the service requirement
(bits), we can writev, =v, and then the service time required
for a file transfer is given as

5 =V

5 (3.2)

X

1.2 Priority queues

We focus here on non-real time (NRT) data transféfisereas

all calls use CDMA, we assume that NRT calls are



time-multiplexed (which diminishes the amount
interference, thus increasing the available
throughputs). This combination of time multiplexirayer
CDMA is typically for high speed downlink data cimafs,
such as the High Speed Downlink Packet Access (HSDH
and the High Data Rate (HDR) in CDMA-2000 systefs [

We apply the model developed in section Il. Condnde
independent mobiles arrivals in a cell, each mohitéeves at a

of The term with thermal noise is very low comparedh other
averagmterferences so we can write, denotB(g) = B,:

B(x) = ai (3.8)
ag + (%)

[11.3 Load of the system

We denotd=(x) the location arrival distribution of the mobiles

given position from its serving BS. And each mobile has to be(@t the positiorx). From (1.1b) and (3.3), we can express the

served with a given priority depending on its dis&from the
BS. Let's consider that mobiles close to the BStahigher
priority than the ones far from it: the priority &decreasing
function of the distance.

The service requirement is distributed according ao
distributiong with a first moment denote#|v] and a second

moment denote@[v?]. We can write the first and second

moment of the service time as:
E[S]= f Sg(u)du :Bijv(u)g(u)du =EVB}  (3.3)
0 X0

and

1
BS

ELS]] = [ Sfo(uydu=— [V’ (W) g(udu =E[]B;* (3.4)
0 0

We consider a network and dend®ethe total transmitting
power of a BSi of the network.Pcc represents the power
dedicated to the common channals,is the orthogonal

factor, N, is the thermal noiseh! the pathloss between the

mobile located at in a given cell O of the network and the BS
The transmitting power dedicated to a mobile beloggo the
cell 0 is the total available pow&; -Pcc of the serving base

station BS. And the noiséN is due to the common channels of

the BS , the power transmitted by thés other base stations of
the network and the thermal noise. The expresddt) €an be
written as:

_aPhp _ (R~ Pec)MY
x = - Nes
aPechy + z Rh + Ny,
i=1
Introducing the interference factdgx), for a homogeneous
network (all the base stations transmit at the spaveer), we

B (3.5)

can write:
1 NBS ) 1 NBS )
f0)=—=%> Ph=—>"h (3.6)
POhx i=1 hx i=1
PCC
and ¢ =— we have
l:)O
B, =a 1-¢ (3.7)

N
ag+ () +—2
Ph}

load density as:

do(x) = AE[V] F& dx

(3.9)
B(x)
Using (3.8) it can be written:
do(X) = AE[V]( f (X) + a@) a(ll— ) F(x)dx (3.10)

IV. PRIORITY SCHEDULING STRATEGY

We propose hereafter a priority scheduling strategsed on
the SIR received by the mobile. Denotiighe mobiles arrival
rate in the cell, we consider a circular symmetrthie cell:F(x)
can be writteri=(r) wherer is the distancéom the BS.

IV.1 Maximum SIR Priority

The priority is given to mobiles with the highesteived SIR.
From (3.8) sincé(.) is an increasing function of the distance
(as established in [5] and in section V.4), the imasn SIR is
received by the base station's closest mobilessé&prently,
the expected waiting time given by (2.5) can bettemi as
Wax(r) and is expressed as:

’Z‘TE[SXZ]F(x)dx
Wmax(r) = 9

r

- [AELS,IF @du)?
0

(4.1)

We denotedf the variance of the sessions sizes arrivals,
of= E[V?] - E[v]?, andR. the cell radius. Using the expressions
(3.3), (3.4) and (3.8) we finally can write
R

1 2

— (f(x) +a¢)"F(x)du
%% ] ! a’ (4.2)
EM®) (4 ' 2

_¢ _ 1
A[AE[V] O a(f (u) + ag)F (u)du

Whax(r) = ;(1+

The expected waiting time is an increasing quadfatiction
of the sessions' size variability expressed by stendard
deviationw

IV.2 Minimum SIR priority

The highest priority is given to mobiles with thewest
received SIR. From (3.8) sinég) is an increasing function of
the distancer, the minimum SIR is received by the base
station's furthest mobiles. Consequently, we caitewthe



expected waiting time as a function of the distanagsing its
expression given by (2.5), and denotM{r) as W, (r) in
this case:

% TE[SXZ]F (x)dx

Vvmin (I‘) = RCO

- [ 2EIS,IF @du)?

(4.3)

IV.3 Conservation law
The conservation law is expressed as in [12]:

: p
;pi\/\/i =E\Nres (4-4)

where W, is the residual service tim&y, is the expected
waiting time of the serviceg is the load of the servideandp
is the total load of the system. In our analysiscsesider a
continuum of priorities in the cell so the expressi4.4) can be
written:

(4.5)

R
[ W =L-wi
0 1=p

where the load density (3.9) can be expressed:

do(r) = AE[V]%dr

(4.6)

The expression (2.5), and consequently (4.1) an)),(4vas
established for a conservative system: no wask Eervice
requirement) is created or destroyed within theesyq12]. It
appears important to verify that the system is eorative (see
Annex).

IV.4 Stability condition

Considering the expression of the expected watiimg (2.5)
and (4.1), the necessary stability condition ofdheue can be
written as

1—J'AE[v](f(u)+a¢) F(u)du >0
0

al-¢)
That condition means that the expected waiting toheany
mobile has to be finite. It can be rewritten:

1-¢ _ 1
) a (f () +ag)F )du
This stability condition expresses that when the@amnt of data
arriving in the system is higher than the availabdasmitting

amount of data, the system can no more answeletinauad: the
amount of data in the system increases indefinitbgre is no
balance between the data arrival and their departarthe case

of a priority scheduling strategy based on a mimm8IR,
using the expression (4.3), we have the followiagdition:

! Fuduso (4.7)
al-¢)

1- J-AE[V](f () +ag)
R

V. OTHER SCHEDULING STRATEGIES

It is interesting to compare the scheduling strategsed on
priorities between mobiles, to other ones. We areathe cases
First Come First Served (FCFS), and Processor @néps).

V.1 FCFS case
Hereafter we develop the case "without priority" FSC[12,
chap.1]. We can write the mean expected waiting st

;TE[Sf]F(u)du
0

Wecrs = R
1- J-AE[SX}:(u)du
0

Using (3.3) and (3.4) it becomes:

R
(f(X) + ag)?F (x)du
A E[V]Z s 92\ J; (5.1)
R T2a20-97 0 EMVE (R e
_ |
[1 J; g (f(u) + ag)F (u)du]

V.2 Processor Sharing case

In a Processor Sharing case, a mobile is servesb@s as it
enters the cell: the expected waiting time hasignificance.
The total capacity is equally distributed (in timitween the
mobiles present in the cell: all the mobiles hdneedame access
channel duration. In HSDPA, each mobile is schetlalene.
So we follow, for the mobiles, a Round Robin prdjzoral
scheduling allowing to each mobile the same chadogdtion
[6]. In this case, we consider the mean sojoumefl of a
mobile in the system. That one only depends onniean
service time and the load of the system, and can be

written T = ﬂ

. Using the expressions (3.3), (3.9) and
(3.10) we have
R
| Els, JFydu
— 0
T=—%
1- [ AE[s, F(u)du
0

and finally

Fe"‘l
[Z(t @ +ag)F)du
0 (5.2)

R
-9 _,(1
=08 p £ R (f (u) + ag)F (u)du



V.3 Expressions of the three scheduling strategies

We denote

R
Iy = J'(f(x)+a¢)2F(x)dx (5.3)
0

and

15(1) = [ (109 +ap)F (9 (5.4)
0

We can rewrite the expressions of the expectedngaiimes
and the sojourn times as follows.

V.3.1 Priority case
Expected waiting time:

weny=2 2E[V]2 2[1+ wzz] In (5.5a)
2a“(l-¢) Elv] [1_ 2=V (r)]
al-¢)
Sojourn time:
T(r): max(r) EE\I; (55b)
V.3.2 FCFS case
Expected waiting time:
_A BV % Iy (5.6a)
Weces 2a2(1—¢)2(1+ E[V]ZJ AEM o (R)
al-¢)
Sojourn time
T(r) = WFCFS*’EE,/% (5.6b)
V.3.3 Processor Sharing case
Sojourn time:
E[V]
I
) o) (5.7)
_ AEM I5(R)
at-¢) °

Considering the whole cell=R;, we observe that the stability
condition (denominator >0) is the same for the ¢hrases. In
the priority case however, there is a singularggree of order
2 and for the other cases the singularity is oeofd

V.4 Analytical Model

Using the model developed in [5] the expressiod)(5f the
factor f(x) can be written only depending on the distance
f(x)=f(r) as:

t(r) = L2 [4R — )27 - (2R, -1} (5.8)

2-m
Where pggis the BS densityR, is the cell radius an# R,
characterizes the size of the network.

We consider an infinite network >> 2 and pgg = —

1
RE
P Y ; 217
el e
-2\ R, 2R,

Considering1=3, andu = r / R, we have:
3

f(r)~

(5.10)

_ u
f(r)~8(1—u/2)

VI. SCHEDULING STRATEGIES COMPARISON

We will compare the expected waiting times and gbpurn
times using three scheduling strategies, maximuR(SIRay
priority, FCFS, and Processor Sharing (PS). Foh saategy
we will assume three kinds of arrival distributianghe cell: a
uniform one (UA), a non-uniform one (denoted NA)daan
arrival for which the cell's load is a constantridied CL).
Considering the expressions (5.5a) (5.6a) and,(f®o7/@nalyze
the different cases, it is sufficient to calcultite parameters
R
NE j(f(x)+a¢)2F(x)dx

0

(6.1)

and Ip(r)= J-(f (X) + a@)F (x)dx (6.2)
0

VI.1 Uniform location arrival probability
We consider an arrival probability equivalent ay &tation of

the cell, so we havie(r, ) =L2
TR

In this case we can write

1 3
N =J'2u(81“ —+ag)*du (6.3)
2
r/'R, 3
and Ip(r)= j 2u(8 u u +ag)du  (6.4)
0 1_5

VI.2 Non uniform arrival probability
The traffic can be non uniform. In this case we cansider a
non uniform arrival probabilityd(r) = AF(r) , where for

exampleF (r) = k exp(br?) , wherex andb are constant and

2mR;

the normalisation condition isij(r)rdrd0=1 . So
00

F(r,0) = 1 exp(br?) represents the

7T1 ex (bRc)



probability density to enter the cell at the poM{r,8) and

_ 2r
O excoRd)

enter the cell at the distance

exp(-br?) is the probability density to

Arrival probability density

3 Fie)
4 Iy
1

seay, A, Fir.&
L ‘.. -.
0 4.. .”00:2'1--
0 0.5 1 15

Figure 1: Arrival probability density in the cell

We thus can write (5.3) and (5.4) as

r
R

3

2 (ch 2 2 (6.5)
Iy = @ +a@)“rexp(-br “)dr :
" 1-expr b&){ N

|D(")_

(bRc [ } +ag)rexpibrdydr  (6-6)
—exp 0

V1.3 Constant load in the cell
The provider may adopt a scheduling strategy bawmecd
constant load density in the cell. From the loagresgsion

AE[V]( f (X) + a@) a 1{¢) F (x)dx = Kdx

whereK is a constant. So we have the condition

F(x) = K(/NE[V]( f(x) +ag)

(3.10) we write:

-1
l ]
all-¢)
And the normalisation condition EEF(x)dx=1. So we can

write:

FO=(1(0 +ap)”

B
R
where

_ du
lB_v([a¢+f(u)

We finally can write

Remark: The stability condition (4.7) can be writgs

al-¢)

Ip(Re) < JEV]

(6.9)

VII.  NUMERICAL APPLICATION
We consider a unit cell radilg = 1, an orthogonality factor

0=0.8 and$=0.2, andﬂ = 0.1s. For the non uniform case
a

we consider a value=5.
We notice that considering the three strategieshawe, from
the expressions (6.4), (6.6) and (6.8):

Uniform case I5(R.) =620
Non-uniform case I5(R:) =019
Constant load case I5(R.) =145

The less restrictive stability condition (6.9) istained with the
non-uniform case.

We first consider a variance equal to zé#p]? = E[v?]. To

generalize the results, it will be sufficient toladate the
influence of the variance, using the expressiod)(4.

VII.1 Expected Waiting Times comparison

The figures 2a, 2b and 2c show the expected watiimg
variations with the distance. They allow to compawe
scheduling approaches, the maximum SIR priority @me the
FCFS one, in the case of uniform (fig. 2a), norfamm (fig. 2b)
mobiles arrivals in the cell, and also mobileswalrsuch as the
cell's load density is constant (fig. 2c). We fiobserve that the
expected waiting time increases with the distafoe.uniform
arrivals, this increase becomes very high closth¢oedge of
the cell (fig. 2a). In the case of non uniform dodnstant load"
arrivals, this increase is relatively slow and éinevhen the
distance increases (fig. 2b and fig.2c). We obsehat the
priority scheduling strategy is better than the BGe, until a
given distancely, depending on the mobiles arrival distribution:
di, =0.9 for uniform arrivalsgy, =0.6 for non uniform ones, and
di, =0.5 for "constant load arrival". Moreover, thennaniform
and constant load cases (fig. 2b and 2c) give egdegaiting
times very low compared to the uniform one (fig.2a)

1 R
—j f (u) + ag)du
B

and ID(r)-L
B

(6.7)

(6.8)

5
8 4 4 /—Q—Priority
o 3 / —=— FCFS
= 2
i feeaasass
0 ‘ )
0 05 1
distance

Figure 2a: Expected waiting time with
Uniform arrival distributionA=1
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Figure 2b: Expected waiting time with
Non uniform arrival distributiod=1
0.06 -
9 ;:zﬁ —
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Figure 2c: Expected waiting time with
Constant load arrival distributioxr1

VII.2 Sojourn Times Comparisons

Fig 3a, 3b and 3c show that the sojourn time isniyidietter
(i.e. lower except at the edge of the cell) inghierity case and
the FCFS' one than in the processor sharing (P$9, dar
uniform, non uniform and constant load mobilesvals.

Remark: the figure 3d shows the influence of the variapibf
the session' sizes, for different distandefom the BS. For
almost the whole cell, when the distances are Idlngar 0.9, we

observe that fo% < 1, the priority scheduling strategy gives
Vv

lower sojourn times than the PS one. This resuth@seover
observed when the standard deviation reaches tle Yafor
distances lower than 0.5.

o 0.3 A—A—A—A—A—A—A—% —e— Priority
202 —=—FCFS
=01 ,:,:%/ AP

0 T T T T )
0 0.2 0.4 0.6 0.8 1

distance

Figure 3b Sojourn time with
Non uniform arrival distributiod=1

0.4
, 03 /
[0}

,‘.:\ 0.2 1 —e— Priority
= —=—FCFS
0.1 1 W/ e

0 ; ‘
0 05 1
distance
Figure 3¢ Sojourn time with
Constant load arrival distributiorr1
100 - —
%//// A
. — —
§ 10 M/X o —=s—d=0.1
~ 1 = ¢ d=05
-/'/Y —+—d=0.9
0.1 : : o
—*—PsS
0 2 4 w [=X=PS |
E[v]

Figure 3d: Sojourn time vs standard deviation ef th
session' size with uniform arrivaf1

VIL.3 Arrival rate influence

VII.3.1 Expected waiting time

Fig 4a and Fig 4b show the expected waiting tin@dases
with the arrival rate. The priority case remaindtdrethan
FCFS' one.

10 4

2] ’

4
3 3 / —e— Priority
< e e b aa s a4l s |-=—FcFs
E/ 2 l—.—.—.——l—l——-l’—‘.’_‘;z"- P

1 ._._.——o—k—O—/”‘/'/

0 T 1

0 0.5 1
distance

Figure 3a: Sojourn time with
Uniform arrival distributionA=1

—e— Priority 0.05
(5} 1 —=— FCFS 0.05
o]
o —*— Priority 0.2
= —e—FCFS 0.2
S o1 ——— = -
—e— Priority 1
> ——FCFS 1
0.01 T 1
0 0.5 1

distance

Figure 4a: Expected waiting time with

Uniform arrival distributiorl\=0.05, 0.2, 1
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0.01 2 & * | —a— Priority 0.2
FCFS 0.2
—¥— Priority 1
—e—FCFS 1
0.001 T )
0 0.5 1
distance

Figure 4b Expected waiting time with
Non uniform arrival distributiod=0.05, 0.2, 1

We can compare these strategies by using the egsojourn
time T of a mobile in the cell, whatever its position, a&s
indicator (Table 1). Considering the first cell'sne until a
distance £=0.6, and the second one until the edge of the cell
we observe (Table 1) that the "hybrid" strategy lsarbetter in
terms of expected sojourn time than a Gltrategy.

VI1.3.2 Sojourn time

For non uniform arrivals, Fig 5a and 5b show thewm time
is better in the priority case than in PS and FGR&s, even for

high arrival rates, until a distance of 0.8.

r) sec
o
.

0 0.2 0.4 0.6 0.8 1

distance

—e— Priority
—=— FCFS
—4A—PS

Figure 5a: Sojourn time with

Non uniform arrival distributioi=2

10 /

T (sec)
A=2 A=4
SIRmax 0.18 0.75
SIRmin 0.28 3.92
Hybrid 0.16 0.39
Table 1: Expected Sojourn Time
0.6
8 0.4 +
0 —&— Priority Max
00 0.5 1
distance

Figure 6a: Expected waiting time with
Non uniform arrival distributioi=2
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Figure 6b: Expected waiting time with

distance Non uniform arrival distributiorA=4

Figure 5b: Sojourn time with

Non uniform arrival distributioA=4 The figure 7a, 7b and 7c¢ show the sojourn time gldiy

densities, for different arrival rates, when thebifes arrivals
are uniform. For a low arrival rateA=0.1, the priority
scheduling based on S}i and SIR,, are equivalent. When
the arrival rate increases, the behaviour of thieecdescribing
the priority SIR,i, is modified. For a high value afwe observe
that the sojourn times probability density comptidgeetween
0.8 and 1 is higher for a scheduling based on g;SpRority: it
can be interesting, in that last case, to adoptRa,Joriority
scheduling strategy than a $}Rone.

VI1.4 Hybrid scheduling strategy

In the case of non uniform arrivals, we observeg @a and 6b)
the expected waiting time is lower using a schedubased on
a maximum SIR priority (SIR. than a scheduling based on
minimum SIR priority (SIR;,) for distances lower than 0.6.
This is a well-known result. We however also obsehat this
last strategy is better than the first one in texirexpected
waiting time when the distance is higher than thé:expected
waiting time becomes lower. It could be interestiogadopt a
SIRmin priority scheduling strategy, in some given cases.
This conclusion could drive us to adopt a "hybrgifategy, VIIl. CONCLUSION

dividing the cell into two zones: a first one, @ds the BS until , . . .
a given distance Z and a second one far from the BS We considered a continuum of priority levels tolgsa various

beginning at Z and ending at the edge of the cell. In the firstPr0rity policies where the priority is given inrtes of the

one, a SIR., scheduling strategy would be adopted and in th&listance between mobiles and their serving bas®erstave
second one a S} strategy would be adopted. established the influence that the combined lonatiensity



and priority policy have on the expected waitingdiand on
the sojourn time. Applying our analysis to a HSDBystem,
we compared a priority scheduling strategy to acessor
sharing one and a FCFS one. Considering three tfpasival
flow, a uniform one, a non uniform one and a flovieh
generates a constant load density in the cell, eaved the
sojourn time depends on the adopted strategy,®lotation of
the mobile and on the arrival flow type. We moreosieowed
that aSIR. priority scheduling strategy does not provide
any case the lowest expected sojourn time: divithegell into
two zones and considering a non-uniform arrivahabiles,
we showed a "hybrid" strategy combining a glRscheduling
strategy and a SHg, one allows to obtain a lower expected

sojourn time.
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Figure 7a: Sojourn time Probability density with
Uniform arrival distributiorh=0.1
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ANNEX: CONSERVATION LAW

Maximum SIR Priority
Using (2.1) (3.3) and (3.4), the expected waitintet(4.1) can
be written:

Winax (1) = W’&" (A-1)
_ F(u)
(- AE[V] j’ 5 )du)
So we have
F(r)
R AE[V] ==
[ o Wotr)ar = [ 20y (A2)
0

(- AE[V] J' F(U)du)z

Remark: We can denote the following key change of varigble
(A-3) and (A-4)

FW 4
D AE A-3
(= [v]j ™ (A-3)
and
B( ) - D'(r) ~ (A-4)
Consequently we can write
R
R D'
[ oWy = [ 20w
0 (1_ D(r))
R 1 '
_Wr(s_c[(l_ D(r)j dar (A5)
So we have
Tp(r)W M =(—t——— 1w (A-6)
. @-b(R)) @-0E)" "
We notice that
D(R) =AE[v]j Hadu=r (A7)
and
(FW
D(0) = /]E[v]j—du =0 (A-8)
5 B(u)
Finally we can write the conservation law
R
1 P
p(r)Wmax(r)dr = (— _l)vvra = _\Nr$ (A—9)
{ (L-p) 1-p



Minimum SIR priority

In a similar approach, when the highest prioritgigen to the
base station's furthest mobiles (with the minimuiR)Swe can
write:

Winin (1) = W“e" (A-10)
(1- AE[V] j ';E“;du)
We can write

R
JEV] j (”) U= AE[V] j ;E u- /]E[V]I (”)
0
So we have

R r
FU, _ F(u)
AE[V]!WU =p AE[V]!WU

The expression (A-10) can be written

W (1) = Wr&: (A-11)
Fu), .2
1- p+ AE[V]| —d
L-p+ [V]J; B(u) Y
So we can write
JE[V ]F(r)d
J'p(r) o _J. B(r) Wies
o (- p+AEv]IF(u)dU)
So we have
R, R
D(r)
) dr =
.([p(r)wmm(r) r I 1 o+ D(l’) e

In an analogue way as the one used for the maxi@iin
priority, we write:

1 1
- W
((1—p+D(RC)) (1—p+D(0))) i

Re
[ Wi () = -
0

1 1
— W =
((1—,0) (1—,0+,0)) res 1-p ers

Finally we can write the conservation law

Yol

Re
[ POWin (D =y (A12)
0 1=p
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