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A sneaky proof of the maximum modulus principle

Orr Moshe Shalit

Abstract

A proof for the maximum modulus principle (in the unit disc) is presented. This
proof is unusual in that it is based on linear algebra.

The goal of this note is to provide a neat proof of the following version of the maximum
modulus principle.

Theorem 1 Let f be a function analytic in a neighborhood of the closed unit disc D = {z €
C:|z| <1}. Then
max | f(z)| = max|f(z)

2eD z€0D

(Here and below, 0D denotes the unit circle 0D = {z € C: |z| = 1}).

Familiar proofs derive this theorem from the open mapping principle [11 6], from Cauchy’s
integral formula via the mean value property for analytic functions [2 B, 8], or from the
maximum principle for subharmonic functions [5]. There is also a direct proof which uses
the power series representation [7]. The proof I will present uses linear algebra, and is
motivated by [9] and [10].

Before presenting the proof, let me review the main ingredients. For every x = (z1,...,x,) €
C", we denote

] = Vla? + .+ el

If Ais an m x n matrix, we define its operator norm by

[A]l = sup [[Az]].

flzfl=1

The only properties of the operator norm that we will require are the following three prop-
erties, which are easy consequences of the definition.

(a) ||AB| < ||AJ|||B|| for all (appropriately sized) matrices A, B.
(b) If D = diag(dy,...,d,) then ||D|| = max; |d;|.

(c) If A is unitarily equivalent to B, then ||A| = ||B]|.
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We will need the following basic fact.

Basic Fact 1. FEvery unitary matriz is unitarily equivalent to a diagonal matrix D, such
that the diagonal elements of D all have modulus one.

It is worth mentioning that Basic Fact 1 does not require any result in complex analysis,
and in particular it does not require the fundamental theorem of algebra (see [4], Chapter
IIT and Section VIII.2).

The final ingredient we need for the proof is as follows.

Basic Fact 2. If a function is analytic in a neighborhood of D, then it is the uniform limit
on D of polynomials.

In fact, a function analytic in a neighborhood of the closed unit disc has a power series
representation in some larger disc, and this power series converges uniformly on the closed
unit disc (see, e.g., [6l pp. 79-81]).

We are ready to prove Theorem [l Note that it suffices to prove the theorem for poly-
nomials. Indeed, suppose the theorem holds for polynomials, let f be as in the theorem and
let € > 0. By Basic Fact 2 there is a polynomial p such that supg |f — p| < €. Thus

max |f| < max |p| + max |f — p| < max |p| + ¢ < max |f| + 2,
D D D oD oD

whence the theorem follows. We may therefore assume that f appearing in the statement of
the theorem is a polynomial.

Let n be the degree of the polynomial f, and let z be any point in D. We need to prove
that |f(z)| < maxgp |f|. Put s = /1 — |z|?, and define the follwing (n+ 1) x (n+ 1) matrix

The empty slots are understood as 0’s, and the sub-diagonal dots are all 1’'s. One may
directly check that U is a unitary matrix. Furthermore, if P denotes the n 4+ 1 column
matrix having 1 in the 1st slot and 0’s elsewhere, and if P! denotes the transpose of P, then
a calculation shows that for all k =1,...,n,

¥ = P'U*P.
Since the degree of f is n, we obtain that

f(z) = P'f(U)P.

Now, the definition of the operator norm implies that ||P|| = ||P'|| = 1, therefore, using
property (a) of the operator norm, we find that
If) < IFWO)]- (1)
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By Basic Fact 1, U is unitarily equivalent to diag(ws,...,w,11), where |w;| = 1 for all
1=1,...,n+1. But

f((diag(wi, .., wni1)) = diag(f(wn), .. ., f(wni1)),
thus (using properties (b) and (c) of the operator norm),

7)) = || diag(f(wn). ... fwas))l| = max [F(w,)] < max |f]. )

1<i<n+1
The proof of Theorem [ is completed by combining equations () and (2I).
Concluding Remarks.

e The proof of Theorem [1l works just as well for functions which are merely continuous
on D and analytic in the open disc .

e There is a simpler proof of the fact that a polynomial cannot achieve its maximum
modulus at the center of a disc. However, to obtain the maximum principle as we
stated, one needs an additional “local to global” argument. The nice thing about the
proof given above is that it takes care of the entire disc in one swoop, with no need for
an additional argument.

e The maximum modulus principle for general bounded domains in C can be readily
deduced from Theorem [l However, it would be interesting to find a linear algebra
proof along the lines of the above proof that can be applied directly to other domains.
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