
THE SOUND OF SYMMETRY
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Abstract. This note begins with an introduction to the inverse isospectral

problem popularized by M. Kac’s 1966 article in the American Mathematical

Monthly, “Can one hear the shape of a drum?” Although the answer has been
known for some twenty years now, many open problems remain. Intended for

general audiences, readers are challenged to complete exercises throughout this

interactive introduction to inverse spectral theory. Following the introduction,
the main techniques used in inverse isospectral problems are collected and

discussed. These are then used to prove that one can hear the shape of:

parallelograms, acute trapezoids, and the regular n-gon. Finally, we show that
one can realistically hear the shape of the regular n-gon amongst all convex

n-gons because it is uniquely determined by a finite number of eigenvalues; the
sound of symmetry can really be heard!
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5. Conjectures and open problems 22
Acknowledgements 23
References 23

1. Introduction

Have you heard the question, “Can one hear the shape of a drum?” Do you
know the answer? This question is the title of an article published in 1966 by M.
Kac [22] based on the following.

Question 1. If two planar domains have the same spectrum, are they identical up
to rigid motions of the plane?

Key words and phrases. isospectral; trapezoid; parallelogram; regular polygon; Póly-Szegő
Conjecture; inverse spectral problem. MSC primary 58C40, secondary 35P99.
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For a domain Ω in R2, the above mentioned spectrum is the set of eigenvalues
of the Laplace operator ∆ with Dirichlet boundary condition. This is the set of
all real numbers λ such that there exists a smooth function u on Ω̄ satisfying the
Laplace equation and boundary condition

(1.1) ∆u(x, y) :=
∂2u

∂x2
+
∂2u

∂y2
= −λu(x, y), u = 0 on the boundary of Ω.

The Laplace equation originates from the wave equation

∆f(x, y, t) = c2
∂2f(x, y, t)

∂t2
,

where c is a positive constant depending on the elasticity of the vibrating material.
Identifying a domain Ω ⊂ R2 with a vibrating drumhead, the function f(x, y, t)
gives the height of the drumhead at a point (x, y) ∈ Ω at time t, where 0 is the
height when the drum is not moving. Since the boundary of the drumhead is fixed to
the drum, which presumably is a solid material, this corresponds mathematically
to the Dirichlet boundary condition. Separating variables, that is assuming the
solution f can be expressed as

f(x, y, t) = u(x, y)g(t),

it is straightforward to deduce (1.1).
The eigenvalues of a bounded domain from a discrete set of (0,∞)

0 < λ1 < λ2 ≤ λ3 . . . .

The set of eigenvalues {λk}∞k=1 is in bijection with the resonant frequencies a drum
would produce if Ω were its drumhead. With a perfect ear one could hear all these
frequencies and therefore know the spectrum. Based on this physical description,
Kac paraphrased Question 1 as, “Can one hear the shape of a drum?” In other
words, if two drums sound identical to a perfect ear and therefore have identical
spectra, then are they the same shape?

1.1. Hearing a string. Let’s take a look at the simplest case and assume that our
drum is actually a string, for example on a guitar or a violin. If we hold the string
so that its length is ` and then pluck it so that it vibrates, keeping the ends fixed,
this is mathematically described by the ordinary differential equation

f ′′(x) = −λf(x), f(0) = f(`) = 0.

We know from calculus that the solutions are

fk(x) = sin

(
kπx

`

)
, with λ = λk =

k2π2

`2

for k = 1, 2, · · · .

Question 2. Can one hear the shape of a string?

The “shape” of the string is just its length, so we can formulate the question as:
if we know the set of all {λk}∞k=1, then do we know the length of the string? Well,
it turns out that we actually only need to know λ1 because then

` =

√
π2

λ1
.
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Figure 1. A Vibrating String

This shows that we can hear the length of the string based on the first eigenvalue.
Musically inclined readers are well aware of this fact because λ1 determines the
fundamental tone of the string. The fact that λ1 is in bijection with the length of
the string mathematically corresponds to the fact that stringed instrument players
can change the notes they play by holding the strings at different lengths.

1.2. The answer, open problems, and our results. Now that we have an-
swered the question in one dimension, let’s return to Kac’s question in two dimen-
sions. Although perhaps the most natural drum is a circular drum, rectangular
drums are a bit easier. The Laplace equation for a rectangular domain is

∂2f

∂x2
+
∂2f

∂y2
= −λf(x, y), f(x, y) = 0 for (x, y) on the boundary.

Translating, rotating, or reflecting the domain doesn’t change the numbers λ, so
we can assume that the domain has vertices (0, 0), (`, 0), (0, w), (`, w).

Exercise 1. Prove that one can hear the shape of a rectangle.

Unfortunately it is only possible to compute the eigenvalues in closed form for
a few special examples, such as rectangles and disks. Without expressions for the
eigenvalues, how can we answer Kac’s question? Mathematically, the question is
equivalent to determining whether or not the following map

Λ :M→ R∞, Ω 7→ (λ1, λ2, · · · , λk, · · · ),

is injective, where M is the moduli space of all bounded domains (with piecewise
smooth boundary) in R2.

Kac’s article appeared in print two years after a lovely one-page paper by Milnor
[25] which showed that one cannot hear the shape of a 16 dimensional drum. A
flat torus is a Riemannian quotient manifold of the form Rn/L where L is a lattice,
that is a discrete additive subgroup of rank n. Milnor used a construction of Witt
[34] of self-dual lattices in R16 which are distinct in the sense that no rigid motion
of R16 exists which maps one lattice to the other. Consequently, Milnor was able to
give a short proof that the corresponding tori are not isometric but have the same
set of eigenvalues.

Kac’s original question however was for two dimensional domains, and conse-
quently Milnor’s result addresses the question for general dimensions but not for
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Figure 2. Identical sounding drums [19]

the specific case of two dimensions. In 1985, Sunada introduced what he described
as “a geometric analogue of a routine method in number theory,” which became
known as the Sunada method [32] and can be used to produce large numbers of
isospectral manifolds in four dimensions which are not isometric. Buser generalized
this method to construct isospectral non-isometric surfaces [6]. However, this was
still not quite the answer to Kac’s question, since curved surfaces are not planar
domains like the head of a drum.

Gordon, Webb, and Wolpert saw nonetheless that the basic ideas of Buser could
be used to prove that the answer to Kac’s question is “no,” by showing that the
map Λ is not injective onM [19,20]. They proved that the two domains in Figure 2
would sound identical to a perfect ear because they have identical spectrum, but as
can be seen, the domains are not identical by rigid motion. More recently Chapman
published a charming article which shows how to construct isospectral non-isometric
planar domains by folding paper [9].

Although it may seem that Kac’s question was laid to rest in the 1990s, many
open problems remain. If we can’t determine the shape of the domain completely
by its spectrum, can we at least determine, or hear, some of its geometric features
like the convexity or smoothness of the boundary?

Motivated by these problems we shall investigate the injectivity of Λ restricted
to certain subsets of M. A natural choice is the set of convex n-gons since this
set can be identified with a finite dimensional manifold with corners. Surprisingly,
even within this subset Kac’s question is a subtle problem. Durso proved [14] that
one can hear the shape of a triangle, so in fact Λ restricted to the moduli space
of Euclidean triangles is injective (see also [21]). For n > 3 the problem is widely
open.

In this note, we present three theorems with simple albeit rather technical proofs.
Our results seem to be new but more importantly, these proofs show most of the
basic methods in inverse spectral theory in an elementary way.

Our first result extends Durso’s theorem to parallelograms and acute trapezoids
(see Definition 11).

Theorem 3. If two parallelograms have the same spectrum, then they are identical
up to rigid motions of the plane. If two acute trapezoids have the same spectrum,
then they are identical up to rigid motions of the plane.
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This shows that one can hear the shape of parallelograms and acute trapezoids.

Theorem 4. If an n-gon is isospectral to a regular n-gon, then they are identical
up to rigid motions of the plane.

Theorem 4 shows that the symmetry of the regular n-gon can be heard among
all n-gons, which in the spirit of Kac we paraphrase as follows.

Among all n-gons, one can hear the symmetry of the regular one.

Theorems 3 and 4, like Durso’s Theorem, use the entire spectrum. Physically
this is like having a perfect ear, which is impossible. It is therefore interesting to
consider isospectral problems involving a finite part of the spectrum. A well known
conjecture due to Pólya and Szegő is the following.

Conjecture 1 (Pólya-Szegő). For each n ≥ 3, the regular n-gon uniquely mini-
mizes λ1 among all n-gons with fixed area.

Remark 1. For n = 3, 4 this is a theorem proven by Pólya and Szegő in [29].

The physical interpretation of the Pólya-Szegő Conjecture is that the symmetry
of the regular n-gon amongst all n-gons of fixed area is uniquely distinguished by
its fundamental tone (corresponding to λ1). Our last result is known as the weak
Pólya-Szegő Conjecture.

Theorem 5 (Weak Pólya-Szegő Conjecture). For each n ≥ 3 there exists N which
depends only on n such that if the first N eigenvalues of a convex n-gon coincide
with those of a regular n-gon, then it is congruent to that regular n-gon.

This work is intended for a general mathematical audience, so we begin in § 2
with an overview of methods used in eigenvalue problems. These are then used to
prove Theorem 3 in § 3 and Theorem 4 as well as the Weak Pólya-Szegő Conjecture
(Theorem 5) in § 4. Conjectures and open problems comprise § 5.

2. Methods

Some readers may be familiar with the so-called “Steiner Symmetrization” tech-
nique, named after the German mathematician Jakob Steiner [31]. Mathematical
objects are often separated into three classes, like for example conic sections: par-
abolic, elliptic, and hyperbolic. Steiner would have recognized this as an example
of an old German saying “Alle gute Dinge sind drei.” (All good things come in
three). In this tradition we have distinguished three general types of methods used
in spectral theory. Unlike conic sections, however, these methods have non-empty
intersection.

2.1. Geometric techniques. Steiner symmetrization is an example of a more
general technique known in this context as local adjustment.

Quantities which are determined by the spectrum are known as spectral invari-
ants, so one can say that these quantities can be “heard.” We shall see in § 2.2
that the the area and the perimeter of a domain can be “heard”. Consequently it
is possible to “hear” the following function

(2.1) f(Ω) :=
|Ω|
|∂Ω|2

,
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Figure 3. Local adjustment to equal sides increases f
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where |Ω| denotes the area of a domain Ω, and |∂Ω| denotes the perimeter of Ω.
Note that f is invariant under scaling. Therefore, f detects only the shape but not
the scale of a domain.

The ancient Greeks (see [5]) proved that for any polygon Ω, f(Ω) ≤ f(D), where
D is a disk. Steiner gave a beautiful and geometric proof of this fact and generalized
the result to three dimensions in [31]. We recall some of the basic ideas. Steiner
began by stating the following “Fundamental Theorem.”

[Steiner 1838] Among all triangles with the same base and height,
the isosceles has the smallest perimeter.

We include a short proof by picture. Consider Figure 3 in which the sides of
the triangle ABC satisfy |BC| > |AB|. Moving the vertex B to B′ such that
|A′B| = |BC| and |AB′| = |A′B′| = |B′C|, then since A′, B′, A are collinear,

|AB|+ |BC| = |AB|+ |A′B| > |AA′| = |AB′|+ |B′C|.

Consequently the isosceles triangle AB′C has the same area as triangle ABC but
smaller perimeter.

Steiner then stated and proved the following theorem: if the angles adjacent to at
least one of the parallel sides of a trapezoid are not equal, then there is a trapezoid
with the same area and base with smaller perimeter and which is symmetric about
an axis. He used these two theorems to prove a third theorem: an arbitrary convex
polygon can be deformed to a convex polygon with the same area, smaller perimeter,
and which is symmetric about an axis. This is known as “Steiner symmetrization”
and was beautifully illustrated at the end of [31]. This technique was used by
Polyá and Szegő to prove that among all convex n-gons of fixed area, the regular
one minimizes the first eigenvalue for n = 3, 4. The proof no longer works for n ≥ 5
because Steiner’s symmetrization generally increases the number of sides as can be
seen in the illustrations of [ibid]. For his proof this is no problem, since his goal was
to prove that f is uniquely maximized by the disk. One detail was unfortunately
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overlooked in Steiner’s proof: the existence of a maximizer. Oskar Perron expanded
upon and poked fun at the potential consequences of such an oversight in [27].

We shall prove a slight variation of Steiner’s isoperimetric inequality which will
then be used to prove Theorem 2.

Proposition 6. The function f defined in (2.1) is uniquely maximized among all
n-gons by the regular n-gons.

Proof. Note that reflecting across a concave vertex preserves the perimeter while
increasing the area thereby increasing f , so we only need to consider the convex
n-gons.

Our proof is related to Steiner’s but differs slightly due to the fact that our ad-
justment techniques should preserve the number of sides. The proof is by induction
on the number of sides. We first address the existence of a maximizer. For the
regular n-gon Rn,

f(Rn) =
1

4n tan(π/n)
<

1

4π
= f(D).

We see that {f(Rn)}∞n=1 is a strictly increasing sequence. Let the set of all convex
n-gons be denoted by Mn. Since f is bounded above, let’s define f∞ to be the
supremum of f over all n-gons. Since it’s the supremum, there must be a sequence
of n-gons {Pk}∞k=1 with diameter equal to a fixed constant such that f(Pk)→ f∞.
What can happen to this sequence as k → ∞? If the Pk’s were to collapse to a
segment, then the area would tend to 0 but the perimeter would stay bounded from
below and consequently

lim
k→∞

f(Pk) = 0 < f(Rn).

For the base case of induction, n = 3, and so we see that the sequence cannot
collapse, and since the diameters are all equal to a fixed constant, a subsequence of
Pk converge to some triangle T . Clearly f is a continuous function on M3, and so
f∞ = f(T ) in this case. By Steiner’s Fundamental Theorem T must be equilateral;
the details of this proof are left to the reader.

Proceeding by induction we assume that for some N ≥ 3 the proposition is true
for all n ≤ N . Let n = N + 1. If the sequence of n-gons Pk such that

f(Pk)→ sup{f(Ω) : Ω ∈Mn}, as k →∞

collapses to an m-gon P for some m < n, then by the induction hypothesis

f(Pk)→ f(P ) ≤ f(Rm) < f(Rn), where Rm is a regular m-gon.

This contradicts the definition of the sequence {Pk}∞k=1. Consequently, restricting
to a subsequence if necessary, we may assume that Pk → P ∈Mn.

By Steiner’s Fundamental Theorem adjacent sides of P must be equal (see Fig-
ure 3).

We shall use local adjustment to show that P must also be equiangular. Since
f is scale invariant and P has equal sides, let’s assume that the sides of P all have
length equal to one. Consider the edge between two vertices vi and vi+1, where the
vertices are considered modulo n, that is

n+ k ≡ k mod n, 1 ≤ k ≤ n.

Denote by {γi}ni=1 the set of interior angles of P . The exterior angles,

αi := π − γi, i = 1, . . . , n.
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Figure 4. Local adjustment to equal angles increases f
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Let’s think about what happens if we move the edge between vi and vi+1 in the
direction of the outward normal to this edge, in other words moving the edge
parallel to its position in the direction away from the interior of P ; see Figure 4.
Let t denote the distance the edge is translated. Then the area

A(t) = A+ t+O(t2),

where A is the area of P . The perimeter

L(t) = L+ t cscαi − t cotαi + t cscαi+1 − t cotαi+1 +O(t2),

where L is the perimeter of P . We therefore define

ϕ(x) := cscx− cotx = tan
(x

2

)
.

The function f can be considered as a function of the parameter t, where t = 0
corresponds to P . Since P maximizes the function f ,

f ′(0) = f ′(P ) = 0.

Substituting the expressions for A(t) and L(t) above,

f(t) =
A(t)

L(t)2
=

A+ t+O(t2)

(L+ t(ϕ(αi) + ϕ(αi+1)) +O(t2))2

=

(
A

L2
+

t

L2
+O(t2)

)(
1 +

2t

L
(ϕ(αi) + ϕ(αi+1)) +O(t2)

)−1

.

For t sufficiently small we can expand the last term on the right in a geometric
series,

f(t) =
A

L2
+ t

(
1

L2
− 2A

L3
(ϕ(αi) + ϕ(αi+1))

)
+O(t2).

By calculus, the derivative of f at t = 0 is the coefficient of t, so

f ′(0) =
1

L2
− 2A

L3
(ϕ(αi) + ϕ(αi+1)) = 0 =⇒ ϕ(αi) + ϕ(αi+1) =

L

2A
.

Since 1 ≤ i ≤ n was chosen arbitrarily, this shows that

(2.2) ϕ(αi) + ϕ(αi+1) =
L

2A
, ∀i modulo n.

This implies
ϕ(αi) = ϕ(αi+2) ∀i modulo n.

Since ϕ(x) = tan(x/2) is a monotonically increasing function on (0, π), and the
interior angles αi ∈ (0, π), ϕ is injective and

(2.3) αi = αi+2 ∀i modulo n.



THE SOUND OF SYMMETRY 9

If n is odd, then we’re done because

α1 = α3 = . . . = αn = αn+2 = α2 = α4 = . . . = αn−1,

which shows that P is equiangular. If n is even, let’s take a closer look at ϕ. Since

n∑
i=1

αi = 2π,

by (2.3)
n

2
α1 +

n

2
α2 = 2π =⇒ α1 + α2 =

4π

n
.

Consequently

(2.4) ϕ(α1) + ϕ(α2) = ϕ(α1) + ϕ

(
4π

n
− α1

)
= tan

(α1

2

)
+ tan

(
2π

n
− α1

2

)
.

By switching names if necessary we may assume without loss of generality that
0 < α1 ≤ 2π

n . Since the sides all have length 1, it follows that L = n. Putting (2.2)
together with (2.4) shows that

ϕ(α1) + ϕ(α2) = tan
(α1

2

)
+ tan

(
2π

n
− α1

2

)
=

n

2A
,

and

1

f(P )
=
L2

A
= 2n (ϕ(α1) + ϕ(α2)) = 2n

(
tan

(α1

2

)
+ tan

(
2π

n
− α1

2

))
.

Since P maximizes f , it follows that P minimizes 1/f . The derivative with respect
to α1 of the function

1

f
= 2n

(
tan

(α1

2

)
+ tan

(
2π

n
− α1

2

))
,

is strictly negative for α1 ∈ (0, 2π/n). Since P minimizes 1/f ,

α1 =
2π

n
=⇒ α2 =

4π

n
− α1 =

2π

n
=⇒ αi =

2π

n
∀i.

�

2.2. Analytic techniques. Using the definition of the eigenvalues and the chain
rule from calculus, one can prove the following scaling property of the eigenvalues

Ω 7→ cΩ =⇒ λk(Ω) 7→ c−2λk(Ω).

This simply means that a domain Ω is scaled by a constant factor c, so if Ω is
a polygon, then its side lengths are all multiplied by c, and the eigenvalues are
divided by c2.

2.2.1. Variational principles. The eigenvalues can be defined by a variational prin-
ciple, also known as a “mini-max” principle. The eigenvalues are the infima of the
Rayleigh-Ritz quotient

(2.5) λk = inf

{ ∫
Ω
|∇f |2dxdy∫
Ω
f2dxdy

∣∣∣∣ ,∫
Ω

ffjdxdy = 0, j = 0, . . . , k − 1

}
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where f0 ≡ 0, and fj is an eigenfunction for λj for j ≥ 1. These formulae can
be found in [10]. An equivalent formula found in [11] is the so-called “maxi-min”
principle

(2.6) λk = inf
L⊂H1,2

0 (Ω), dim(L)=k

{
sup
f∈L

∫
Ω
|∇f |2dxdy∫
Ω
f2dxdy

}
.

In both variational formulae the Rayleigh-Ritz quotient is taken over all C2 smooth
functions on Ω which vanish on the boundary and are not identically zero. The
variational principles can be used that the eigenvalues are continuous functions of
the domains, so if a sequence of domains Ωk → Ω0 as k →∞, then the eigenvalues

λi(Ωk)→ λi(Ω0), as k →∞, for each i ∈ N.

The maxi-min principle can be used to prove domain monotonicity:

Ω ⊆ Ω′ =⇒ λi(Ω) ≥ λi(Ω′), ∀i.
For a one dimensional domain, this simply means that shorter strings produce
higher frequencies, a fact well-known by musicians.

2.2.2. Fundamental gap. The difference between the first two eigenvalues is known
as the fundamental gap. A recent theorem proven by Andrews and Clutterbuck [1]
shows that if the diameter of a convex domain tends to zero, then its fundamental
gap blows up. On the other hand, we’ll see in the proposition below that if a domain
is very large, then its fundamental gap becomes small. The proposition will be a
key ingredient in the proof of the Weak Pólya-Szegő conjecture.

Proposition 7. If a sequence of convex domains {Ωk}∞k=1 in R2 satisfies

λi(Ωk) = λi(Ωj), ∀j, k ∈ N, i = 1, 2,

then both the diameters and the in-radii of the domains are contained in a compact
subset of (0,∞).

Proof. If the in-radii of the domains rk →∞, then the domains contain bigger and
bigger disks, and so we can estimate using domain monotonicity because there are
formulae for the eigenvalues of the disk.

Exercise 2. Prove that the eigenvalues of the disk of radius R are

R−2j2
m,n, m ∈ N, n ∈ {0} ∪ N,

where jm,n is the mth zero of the Bessel function Jn of order n.

By the exercise and domain monotonicity

λ1(Ωk) ≤ 1

r2
k

j2
1,0 → 0, as rk →∞.

Since the first eigenvalue is fixed, this is impossible.
On the other hand, if the in-radii tend to 0, then there are rectangles Rk of

height hk such that Ωk ⊂ Rk and hk → 0. By domain monotonicity,

λ1(Ωk) ≥ λ1(Rk) >
π2

h2
k

→∞, as k →∞,

which is impossible, and since the diameter is bounded below by the in-radius, the
diameters also cannot tend to 0
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Figure 5. Triangles Tk and T ′k
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What happens if the in-radii stay bounded away from 0 and∞ while the diame-
ters dk tend toward ∞? Let’s define the width wk of Ωk to be the shortest distance
between two infinite parallel lines such that Ωk fits within a strip of width wk. The
in-radii are bounded away from both 0 and ∞ and so the widths are also bounded
uniformly away from 0 and ∞. Next, let’s rotate and translate the domains such
that the width wk goes from the point A := (0, wk/2) to the point B := (0,−wk/2),
and these points lie on the boundary of Ωk. By domain monotonicity, since Ωk is
contained in a rectangle of width wk,

λ1(Ωk) ≥ λ1(Rectangle of width wk) >
π2

w2
k

.

Reflecting across the vertical axis if necessary, we may assume there is a point in
Ωk whose horizontal component is dk/3. Let’s call this point C; see Figure 5.

By convexity, triangle Tk := ABC is contained in Ωk. It follows from [23] (c.f.
[18]) that

λ2(Tk) ≤ π2

w2
k

+ cd
−2/3
k ,

for a fixed constant c > 0. To see this, we scale Tk by 3
dk

. The resulting triangle,

T ′k has one angle that is very small and tends to zero as dk → ∞, while the other
two angles remain bounded away from zero, and their opposite sides tend toward
1. By the estimates in the proof of Proposition 1 of [23] (c.f. similar estimates in
[16])

λ2(T ′k) ≤ π2d2
k

9w2
k

+ c′d
4/3
k ,

for a fixed constant c′ > 0. Rescaling by dk
3 and using the scaling property of the

eigenvalues,

λ2(Tk) =
9

d2
k

λ1(T ′k) ≤ π2

w2
k

+ cd
−2/3
k , c = 9c′.

Consequently, by domain monotonicity since Tk ⊂ Ωk,

λ2(Ωk) ≤ λ2(Tk) ≤ π2

w2
k

+ cd
−2/3
k .

Together with the lower bound for λ1(Ωk) we have

λ2(Ωk)− λ1(Ωk) ≤ cd−2/3
k → 0 as dk →∞.

Since these eigenvalues are fixed, their difference can’t vanish as k → ∞, which
shows that both the diameters and the in-radii must be contained in a compact
subset of (0,∞). �
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Remark 2. Although many authors have studied lower bounds for the fundamental
gap, upper bounds appear to be scarce in the literature and may warrant further
investigation. The proposition is a tiny bit of progress in this direction because the
proof implies that if a sequence of convex domains has in-radii bounded away from
both zero and infinity, then there is a constant c > 0 such that the fundamental
gap

λ2(Ωk)− λ1(Ωk) ≤ cd−2/3
k .

2.2.3. The heat trace. The spectrum not only determines the resonant frequencies
of vibration but also the flow of heat. The heat trace is

∞∑
k=1

e−λkt.

The eigenvalues {λk}∞k=1 grow at an asymptotic rate known as Weyl’s law [33] which
can be used to prove that the sum converges uniformly for all t ≥ t0 > 0 for any
positive t0 but diverges as t → 0. Before Kac’s article was published, mathemati-
cians and physicists had observed that the way in which the heat trace diverges for
t ↓ 0 can be used to show that the spectrum determines certain geometric features.
Pleijel [28] proved that the heat trace admits an asymptotic expansion as t→ 0 of
the form

∞∑
k=1

e−λkt ∼ |Ω|
4πt
− |∂Ω|

8
√
πt
, t ↓ 0,

where |Ω| denotes the area of Ω, and |∂Ω| is the perimeter. Kac determined the
third term in the asymptotic expansion in [22] which we briefly recall the key ideas.

The heat kernel on R2 can be explicitly computed to be

HE(x, y, x′, y′, t) =
1

4πt
e−|(x,y)−(x′,y′)|2/4t.

Integrating along the diagonal x = x′, y = y′ over a bounded region R ⊂ R2 gives∫
R

1

4πt
dxdy =

|R|
4πt

.

At each interior point there is a neighborhood which does not intersect the bound-
ary, and on this neighborhood the heat kernel for Ω is “close” to the Euclidean heat
kernel HE for short times. Kac referred to this as “not feeling the boundary” [22].
He showed that the heat trace for a planar domain is asymptotic to the trace over
the domain of the Euclidean heat kernel,

∞∑
k=1

e−λkt ∼
∫

Ω

HE(x, y, x, y, t)dxdy =
|Ω|
4πt

.

To compute the next term in the asymptotic expansion he considered the behavior
at the boundary both near and away from the corners. The principle of “not feeling
the boundary” turns out to be a general phenomenon which we call a “locality
principle.” The locality principle is that if one cuts a domain into neighborhoods
and uses a model heat kernel for each neighborhood (with the correct boundary
condition if the neighborhood intersects the boundary), then the heat kernel for
the domain Ω integrated over each neighborhood is asymptotically equal as t ↓ 0
to the model heat kernel integrated over the same neighborhood. More precisely,
the heat trace for a locally constructed parametrix is asymptotically equal to the
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actual heat trace over Ω as t ↓ 0. In the case of a polygonal domain there are three
types of neighborhoods and three model heat kernels: the Euclidean heat kernel
for interior neighborhoods, the heat kernel for a half plane for edge neighborhoods
away from the vertices, and the heat kernel for a circular sector of opening angle
equal to that of the opening angle at a vertex. Kac used the explicit formulae for
these model heat kernels and the locality principle to show1 that for a convex n-gon
Ω with interior angles {αi}ni=1,

(2.7)

∞∑
k=1

e−λkt ∼ |Ω|
4πt
− |∂Ω|

8
√
πt

+

n∑
i=1

π2 − α2
i

24παi
t ↓ 0.

This shows that the area, the perimeter, and the sum over the angles of π2−α2

24πα are
all spectral invariants.

2.2.4. The wave trace. The spectrum also determines the wave trace. Imagine a
convex n-gon is a billiard table. The set of closed geodesics is precisely the set of
all paths along which a billiard ball hit with a pool cue could roll, such that the
ball returns to its starting point. The set of lengths of closed geodesics, which is
known as the length spectrum, is related to the (Laplace) spectrum by a deep result
proven by Duistermaat and Guillemin [13] in the late 1970s. The wave trace is a
tempered distribution defined by

∞∑
k=1

ei
√
λkt.

Duistermaat and Guillemin proved in [ibid] that the wave trace has singularities
precisely at times t equal to the lengths of closed geodesics. Although their result
was for closed Riemannian manifolds, it holds analogously for polygonal domains
as shown by F. G. Friedlander [17]. If we know the entire spectrum {λk}∞k=1, then
we know the wave trace and therefore the times at which it is singular. This means
that the (Laplace) spectrum determines the length spectrum. It follows that the
set of lengths of closed geodesics is a spectral invariant. As we shall see in § 3, it
can be significantly more complicated to extract geometric information from the
wave trace as compared with the heat trace. For this reason the wave trace is often
considered a more subtle spectral invariant than the heat trace.

2.3. Algebraic techniques. Shortly after Durso completed her Ph. D. thesis [14],
Chang and De Turck published the following isospectrality result for triangular
domains.

Theorem 8 (Chang and De Turck [8]). Let T0 be a Euclidean triangle. There is
an integer N which depends only on the first two eigenvalues of T0 such that if T1

is another triangle whose first N eigenvalues coincide with those of T0, then all the
eigenvalues coincide.

Triangular domains can be parametrized to depend analytically on three param-
eters. The above theorem is an application of the following more general result for
families of Riemannian metrics depending analytically on finitely many parameters.

1Kac did not compute the closed formula we have here, which is due to Dan Ray (unpublished)
and Fedosov (in Russian) [15] and appeared in [24]; a particularly transparent proof is in [4].
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Theorem 9 (Chang and De Turck [8]). Let D be a compact oriented manifold
(with or without boundary) of dimension n. We consider a family of metrics g(ε),
depending analytically on the parameter ε ∈ Rp. Let λk(ε) denote the kth eigenvalue
of the Laplacian of g(ε) on D, and if ∂D 6= ∅ we assume that ∂D is piecewise
smooth and we impose the Dirichlet boundary condition. We also let σ(ε) denote
the spectrum of the Laplacian of g(ε). Under these assumptions, for each compact
subset K ⊂ Rp there is an integer N = N(K) such that if ε0, ε1 ∈ K and λj(ε0) =
λj(ε1) for all j = 1, . . . , N then σ(ε0) = σ(ε1). In other words, for ε ∈ K the entire
spectrum of the Laplacian of g(ε) is determined by the values of the first N(K)
eigenvalues.

From [8] we quote, “The key ingredients in the proof are the assumption of
real-analytic dependence of the metric on the parameters, and the resulting real-
analytic dependence of certain symmetric functions of the eigenvalues, and finally
the fact that the ring of germs of real analytic functions of finitely many variables
is Noetherian.”

In order to use the above result, we shall prove the following.

Proposition 10. For each n ≥ 3 let Mn denote the set of all convex n-gons. Then
Mn can be identified with a family of Riemannian metrics on the unit disk which
depend real analytically on finitely many parameters.

Proof. Let D denote the unit disk. One of the most beautiful theorems in complex
analysis is the Uniformization Theorem which states that all simply connected
bounded domains in the plane are conformally equivalent to the disk. For polygonal
domains, there is an explicit formula for the conformal map known as the Schwarz-
Christoffel formula. Let

(2.8) f(z) :=

∫ z

0

n∏
i=1

(w − wi)αi−πdw : z ∈ D→ f(z) ∈ P.

This function is a conformal map from the disk D to the polygon P with interior
angles {αi}ni=1 and vertices pi = f(wi), where the points wi lie on the boundary
of the unit disk. Let us fix points w1 and w2 in ∂D such that the length of the
shortest side of P is |p1 − p2| = |f(w1) − f(w2)| = 1. By Theorem 3.1 of [12], the
n− 1 angles {αi}n−1

i=1 together with the n− 3 side lengths

|pi − pi+1|, i = 2, . . . , n− 1,

uniquely determine P under the assumption that the shortest side length of P is
equal to one. Moreover, since the points p1 and p2 and the angles are fixed, the side
lengths |pi − pi+1| uniquely determine the location of the points w3, . . ., wn ∈ ∂D.
We therefore define

fε(z) := cf(z), ε := (α1, . . . , αn−1, p3, . . . , pn, c) ∈ R2n−3.

This function is holomorphic in D, piecewise holomorphic on ∂D, and continuous
up to ∂D. We consider the family of metrics g(ε) on D, where g(ε) is the pull-back
of the Euclidean metric on P with respect to the function fε. Then P with the
standard Euclidean metric is equivalent to D with the metric g(ε), and the spectrum
of the Euclidean Laplacian on P with Dirichlet boundary condition is identical to
the spectrum of the Laplacian with respect to the metric g(ε) on D with Dirichlet
boundary condition. �
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Figure 6. A parallelogram
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3. Hearing quadrilaterals

With the techniques introduced in the last section, we shall first prove that one
can hear the shape of a parallelogram.

Proof of hearing a parallelogram. The length of the parallelogram is the length of
its longer side, L, and the width W is the length of the adjacent side. So,

W ≤ L,

and the perimeter

P = 2(L+W ).

If the height of the parallelogram is h, then the area

A = Lh.

The parallelogram has four interior angles, and the smallest has measure α ≤ π
2 .

The other angles have measure π − α. So, the constant term in the short time
asymptotic expansion of the heat trace (2.7) is

a0 =
π2

12α(π − α)
− 1

12
.

Let’s consider the function

f(α) =
1

α(π − α)
,

and its derivative

f ′(α) =
2α− π

(πα− α2)2
= 0 ⇐⇒ α =

π

2
.

So we see that f is injective on (0, π/2) which shows that the angle α is uniquely
determined by a0 which in turn is uniquely determined by the spectrum.

By elementary geometry,

(3.1) W =
h

sinα
=⇒ L =

P

2
− h

sinα
, A = h

(
P

2
− h

sinα

)
.

This is a quadratic expression for h, so we can use the quadratic formula to solve
for h

h =
P sinα

4
± sinα

√
P 2

4 −
4A

sinα

2
.
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Figure 7. An acute trapezoid
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Well, there are two possible solutions, so to determine which is correct, let’s think
about the length and the width. Multiplying the equation

L =
P

2
− h

sinα

by sinα
2 ,

L sinα

2
=
P sinα

4
− h

2
=⇒ P sinα

4
=
h

2
+
L sinα

2
≥ h.

This shows that the only solution consistent with the geometry is

h =
P sinα

4
− sinα

√
P 2

4 −
4A

sinα

2
.

The spectrum uniquely determines the heat trace which determines P , A, a0, and
α, and these uniquely determine h. By (3.1), h and α uniquely determine W and
L, so we see that if two parallelograms have identical spectrum, then they are
congruent. �

Remark 3. Durso proved that isospectral triangles are congruent using both the
heat and the wave traces [14]. Grieser and Maronna gave a more elementary proof
using only the heat trace in [21].

Exercise 3. Use the first two terms in (2.7) together with the fact that the spectrum
determines the wave trace and hence the length of the shortest closed geodesic to
give a shorter proof that one can hear the shape of a parallelogram.

Definition 11. An acute trapezoid is a convex quadrilateral which has two parallel
sides of lengths b and B with B ≥ b, and two non-parallel sides known as legs of
lengths ` and `′. The side of length B is the base, and the angles at the base, α
and β satisfy

α+ β <
π

2
.

The heat trace (2.7) together with the length of the shortest closed geodesic are
determined by the spectrum. We shall prove Theorem 3 by showing that the first
three coefficients in the heat trace (2.7) together with the length of the shortest
closed geodesic are sufficient to uniquely determine an acute trapezoid. What is
the length of the shortest closed geodesic?
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Lemma 12. The length of the shortest closed geodesic of an acute trapezoid is twice
the height, that is twice the distance from the base to the opposite parallel side.

Proof. There are two possibilities for the length of the shortest closed geodesic. It
is either 2h which corresponds to closed geodesics joining the parallel sides, or it is
the perimeter of a triangle contained in the trapezoid. Using the laws of optics, if
the shortest closed geodesic is a triangle, then its vertices lie on the legs and the
base, and there is a segment joining each vertex on a leg to the opposite vertex
at the base such that the segment meets the leg in a right angle. Well, it turns
out that this is impossible. Try drawing a triangle with one side equal to such a
segment from a vertex at the base to the leg meeting in a right angle, for example
in Figure 7 from the vertex with angle β to the opposite leg. The sum of the angles
of a triangle is π, so since one of the angles is π

2 , the other two angles must sum to
π
2 . However, the angle in the triangle at the vertex on the base measures at most
β. Since α+ β < π

2 , such a triangle is impossible! So, the shortest closed geodesic
cannot be a triangle contained in the trapezoid. �

Since the spectrum determines the wave trace and hence its singularities, the
first positive singularity which is the length of the shortest closed geodesic, 2h, is
a spectral invariant. What spectral invariants can we extract from the short time
asymptotic expansion of the heat trace (2.7)? Well, the first two coefficients are
the area A and the perimeter P . The area of a trapezoid with base B and opposite
parallel side of length b is

A =
B + b

2
h =⇒ B + b =

2A

h
.

The perimeter

P = B + b+ `+ `′,

where `, `′ are the lengths of the legs. This shows that the spectrum uniquely
determines h, B + b, and ` + `′. What about the angles? Let α and β denote the
interior angles at the base B, assuming without loss of generality that α ≥ β. Then

` = h cscα, `′ = h cscβ, `+ `′ = h(cscα+ cscβ),

so

(3.2) cscα+ cscβ =
`+ `′

h
.

Since the angles are α, π − α, β, and π − β, the constant term in (2.7) is

(3.3) a0 =
π2

24

(
1

α(π − α)
+

1

β(π − β)

)
− 1

12
.

In the following lemma, we will prove that (3.2) and (3.3) uniquely determine the
angles α and β. This means that the spectrum uniquely determines the angles,
the height, the area, and the perimeter which all together uniquely determine the
acute trapezoid, up to rigid motions. The proof of this lemma therefore completes
the proof of Theorem 3 and also shows that the method of using both the heat and
wave traces can become highly technical.

Lemma 13. Let p, q be real numbers. Then the solution of the system of equations

(3.4)

{
csc(α) + csc(β) = p
(α(π − α))−1 + (β(π − β))−1 = q
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if it exists, must be unique for 0 < β ≤ α ≤ π/2.

Proof. First, let’s use the second equation to show that each α uniquely determine
a β. Solving the second equation for β in terms of α and q leads to a quadratic
equation in β,

β2(1− qα(π − α)) + β(π(qα(π − α)− 1))− α(π − α) = 0.

By the quadratic formula the solutions are

β =
π

2
±

√
π2

4
+

α(π − α)

1− qα(π − α)
.

Since the trapezoid is acute, β ≤ π
2 , so indeed α and q uniquely determine

(3.5) β = β(α) =
π

2
−

√
π2

4
+

α(π − α)

1− qα(π − α)
.

We can prove the lemma if we prove that the function

(3.6) g(α) := csc(α) + csc(β(α))

has unique solution α for any given p. Analyzing this function directly is problem-
atic, due to the presence of the unknown constant q in the expression for β (3.5).
So, we’d like to relate the function g to an explicit function of one variable. A
good way to get rid of unwanted, unknown constants is to differentiate. Implicit
differentiation in the second equation of (3.4) gives

β′(α) = − ((α(π − α))−1)′

((β(π − β))−1)′
,

and so the derivative

(3.7) g′(α) = − csc(α) cot(α) + csc(β(α)) cot(β(α)) · ((α(π − α))−1)′

((β(π − β))−1)′
.

Let’s see if we can relate g′(α) to the following function

f(α) :=
csc(α) cot(α)

((α(π − α))−1)′
=
α2(π − α)2 cosα

(2α− π) sin2 α
.

Since

g′(α)

((α(π − α))−1)′
= − csc(α) cot(α)

((α(π − α))−1)′
+

csc(β(α)) cot(β(α))

((β(π − β))−1)′
,

we see that

(3.8) g′(α) =
π − 2α

α2(π − α)2
(f(α)− f(β))

Although

f ′(α) = −2(π − α)2α2 cot(α) csc(α)

(2α− π)2
+

2(π − α)2α cot(α) csc(α)

2α− π

−2(π − α)α2 cot(α) csc(α)

2α− π
− (π − α)2α2 cot2(α) csc(α)

2α− π
− (π − α)2α2 csc3(α)

2α− π
,

it turns out that the logarithmic derivative of f is pleasantly simple

f ′(α)

f(α)
=

2

π − 2α
+

2

α
+

2

α− π
− 2 cot(α)− tan(α).
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Figure 8. Graph of (log f)′

If we are able to prove that

(3.9) log(f(α))′ < 0 ∀α ∈
(

0,
π

2

)
,

it follows that f is a strictly monotone function on (0, π/2). Since we assumed
α ≤ β < π

2 by (3.8) we see that if f is strictly monotone, then g′(α) 6= 0 for all
α ∈ (0, β). We began by proving that each α uniquely determines a β which shows
that (3.6) has a unique solution α for any given p, and consequently if a solution
exists to (3.4), then it is unique. So, the lemma is reduced to proving the following.

Claim: The function

(3.10) u(α) :=
f ′(α)

f(α)
< 0 ∀α ∈

(
0,
π

2

)
.

A graph produced by Mathematica numerically proves the claim (see Figure 8).
However, some readers may be interested to see that it is possible to prove this “by
hand” using carefully chosen algebraic manipulations and a bit of calculus.

We compute

u′′(α) =
16

(π − 2α)3
+

4

α3
+

4

(α− π)3
− 4 cos(α)

sin3(α)
− 2 sin(α)

cos3(α)
.

Using the trigonometric identities

sin
(π

2
− α

)
= cos(α), cos

(π
2
− α

)
= sin(α),

we see that

u′′(α) =
4

(α− π)3
+ 4v(α) + 2v

(π
2
− α

)
,

where for ease of notation

(3.11) v(α) :=
1

α3
− cos(α)

sin3(α)
.

We next compute

v′(α) = − 3

α4
+

1

sin2(α)
+

3 cos2(α)

sin4(α)
= − 3

α4
+

1

sin2(α)
+

3(1− sin2(α))

sin4(α)

= − 3

α4
− 2

sin2(α)
+

3

sin4(α)
=
−3 sin4(α) + 3α4 − 2α4 sin2(α)

α4 sin4(α)
.
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It follows that

v′(α) ≥ 0 ⇐⇒
(

sin(α)

α

)4

≤ 1− 2 sin2(α)

3
.

By the power series expansion for sine,

sin(α) ≤ α− α3

6
+

α5

120
,

so (
sin(α)

α

)4

≤
(

1− α2

6
+

α4

120

)4

,

and

1− 2 sin2(α)

3
≥ 1− 2

3
α2

(
1− α2

6
+

α4

120

)2

.

We can prove that v′(α) ≥ 0 if we can show that(
1− α2

6
+

α4

120

)4

≤ 1− 2

3
α2

(
1− α2

6
+

α4

120

)2

,

which is equivalent to(
1− α2

6
+

α4

120

)4

+
2

3
α2

(
1− α2

6
+

α4

120

)2

− 1 ≤ 0.

Well, this is none other than a quadratic equation in

t2 :=

(
1− α2

6
+

α4

120

)2

.

The quadratic formula shows that

t4 +
2

3
α2t2 − 1 = 0 ⇐⇒ t2 = −α

2

3
±
√
α2

9
+ 1.

Pausing for a moment to think about the graph of the function t4 + 2
3α

2t2 − 1, we
see that it is non-positive if and only if

−α
2

3
−
√
α4

9
+ 1 ≤ t2 ≤ −α

2

3
+

√
α4

9
+ 1.

Now, letting (1− α2/6 + α4/120) play the role of t,(
1− α2

6
+

α4

120

)4

≤ 1− 2

3
α2

(
1− α2

6
+

α4

120

)2

⇐⇒ −α
2

3
−
√
α4

9
+ 1 ≤

(
1− α2

6
+

α4

120

)2

≤ −α
2

3
+

√
α4

9
+ 1.

Clearly the left inequality always holds. So it suffices to prove the right inequality.
Since (

1− α2

6
+

α4

120

)2

≤ 1− α2

3
+

2α4

45
,

and (
1 +

2α4

45

)2

≤ 1 +
α4

9
=⇒ 1 +

2α4

45
≤
√
α4

9
+ 1,
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we have (
1− α2

6
+

α4

120

)2

≤ −α
2

3
+ 1 +

2α4

45
≤ −α

2

3
+

√
α4

9
+ 1.

This shows that v′(α) ≥ 0. Since

u′′(α) =
4

(α− π)3
+ 4v(α) + 2v

(π
2
− α

)
,

for

α ≤ π

4
=⇒ u′′(α) ≥ 4

(π/4− π)3
+ 2v

(π
4

)
> 0,

and for

α >
π

4
=⇒ u′′(α) ≥ −32

π3
+ 4v

(π
4

)
> 0.

Consequently u is convex. Since u(0) = u(π/2) = 0, u(α) < 0 on (0, π/2). �

Exercise 4. Find an example of two different acute trapezoids with identical area,
perimeter, and constant term a0 in the heat trace (2.7). This shows that it is
impossible to use the first three terms in the heat trace expansion to prove that
isospectral trapezoids are congruent.

4. Hearing the regular n-gon

4.1. Proof of Theorem 4. We begin with a short proof of Theorem 4 based on
Proposition 6.

Proof of Theorem 4. Let’s assume that for a fixed n ≥ 3 there is an n-gon Q such
that

λk(Q) = λk(Rn), ∀k ≥ 1,

where Rn is a regular n-gon. In § 2 we proved that the function

f(Q) =
Area of Q

(Perimeter of Q)2

is maximized among all n-gons by a regular n-gon. Since the spectrum determines
the heat trace, by (2.7) it follows that Q and Rn have the same area and perimeter
so,

f(Q) = f(Rn).

Consequently, Q is also regular, and since Q and Rn have the same perimeter and
area, they are the same regular n-gon up to a rigid motion. �

4.2. Proof of the weak Pólya-Szegő conjecture. The proof of Theorem 5 is
based on Proposition 7, Theorem 4, and Proposition 10.

Proof of Theorem 5. For the sake of contradiction, let’s assume that there exist
convex n-gons {Ωk}∞k=1 with

(4.1) λi(Ωk) = λi(Pk), ∀i < k,

where Pk is a regular n-gon, and each Ωk is not regular. The scaling property for
the eigenvalues shows that (4.1) is equivalent to

(4.2) λi(Ω̃k) = λi(P ), ∀i < k,
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where P is the regular n-gon with diameter equal to 1, and Ω̃k is Ωk scaled by d−1
k ,

where dk is the diameter of Pk. Slightly abusing notation, we’ll write Ωk rather
than Ω̃k.

By Proposition 7 since for k > 3 the domains Ωk have the same first two eigen-
values, it follows that Ωk can neither collapse nor explode as k →∞. Passing to a
sub-sequence if necessary, we assume that

Ωk → Ω0,

where Ω0 is a convex j-gon for some 3 ≤ j ≤ n. We know that j ≤ n because as
the n-gons Ωk → Ω0, they cannot magically obtain more sides, however some of
the interior angles could tend toward π causing the number of sides to decrease.
So, j > n is impossible, but what if j < n? The eigenvalues are continuous, and so
the eigenvalues of Ωk tend to those of Ω0, and

λi(P ) = λi(Ωk)→ λi(Ω0), ∀i < k, as k →∞.

Therefore,

(4.3) λi(Ω0) = λi(P ), ∀i.
The area and perimeter of Ω0 are determined by the spectrum which coincides with
that of P , so f(Ω0) = f(P ). If Ω0 is a j-gon for some j < n, then

f(P ) = f(Ω0) ≤ f(Pj) < f(P ),

where Pj is a regular j-gon. That’s rubbish! So we see that Ω0 is also an n-gon.
By Theorem 3 and (4.3), Ω0

∼= P .
By Proposition 10, we can parametrize {Ωk}∞k=0 by {εk}∞k=0 ⊂ R2n−3. Since

Ωk → Ω0 as k →∞,
lim
k→∞

εk = ε0,

and the set {εk}∞k=0 is a compact subset of R2n−3. By Theorem 9, there exists
N = N(n) such that if the first N eigenvalues of D with respect to the metric g(εk)
coincide with the first N eigenvalues of g(ε0), then all the eigenvalues coincide.
Since the eigenvalues of D with respect to the metric g(εk) are identical to the
eigenvalues of Ωk, this shows that for all k > N ,

λi(Ωk) = λi(Ω0) = λi(P ), ∀i ≤ N =⇒ λi(Ωk) = λi(P ), ∀i.
By Theorem 3, this implies that

Ωk ∼= P ∀k > N,

which contradicts our assumption that Ωk is not regular for all k ∈ N.
We conclude that there exists an N which depends on n such that if the first N

eigenvalues of a convex n-gon Ω coincide with those of a regular n-gon, then Ω is
congruent to that regular n-gon. �

5. Conjectures and open problems

The Pólya-Szegő Conjecture would indicate that N = N(n) in Theorem 5 may be
taken equal to 1, however, that conjecture assumes the polygons all have fixed area.
Since Theorem 5 holds without the area-normalization assumption, we propose that
the original conjecture may be strengthened as follows.

Conjecture 2 (Strong Pólya-Szegő Conjecture). The number N = N(n) in The-
orem 5 may be taken equal to 1.
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For the special case of triangles, Antunes and Freitas made the natural conjec-
ture in [3], that the first three eigenvalues uniquely determine a triangle. They
provided a vast amount of supporting numerical data, so that one may consider
the conjecture to be “numerically” a theorem. Since three parameters uniquely
determine a triangle, this conjecture may seem rather obvious at first glance, and
one may ask more generally whether any three eigenvalues would suffice. Intrigu-
ingly, [ibid] showed that the first, second, and fourth eigenvalues cannot uniquely
determine a triangle, so the conjecture appears to be more subtle than one might
expect.

Conjecture 3 (Antunes-Freitas). If the first three eigenvalues of two triangles
coincide, then they are identical up to a rigid motion.

One can also consider isospectral problems for the length spectrum, the set of
lengths of closed geodesics. It’s usually considered a good idea to make pure math-
ematical conjectures based on observations in physics or nature. In this setting, we
are reminded of bats who use echolation to determine their location from objects
and prey. A bat emits a sound (which is generally inaudible to the human ear) and
remarks the time(s) at which the sound is reflected back. It is only possible for
the bat to detect a finite amount of return times, which mathematically correspond
to the lengths of finitely many closed geodesics. Inspired by nature we make the
following “bat conjecture.”

Conjecture 4. For each n ≥ 3 there exists N = N(n) such that if the lengths of
N primitive closed geodesics of two convex n-gons coincide, then they are identical
up to a rigid motion.

Finally two natural questions arise from our work, the more tractable of which
is the following.

Question 14. Is a trapezoid uniquely determined by its spectrum? Do there exist
isospectral trapezoids which are not isometric?

More generally, we are very curious to know the answer to the following.

Question 15. Can one hear the shape of a convex 4-sided drum?
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