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Abstract

The performance of user-cooperation in a multi-access network is compared to that of using a

wireless relay. Using the total transmit and processing power consumed at all nodes as a cost metric, the

outage probabilities achieved by dynamic decode-and-forward (DDF) and amplify-and-forward (AF) are

compared for the two networks. A geometry-inclusive high signal-to-noise ratio (SNR) outage analysis

in conjunction with area-averaged numerical simulations shows that user and relay cooperation achieve

a maximum diversity ofK and2 respectively for aK-user multiaccess network under both DDF and

AF. However, when accounting for energy costs of processingand communication, relay cooperation

can be more energy efficient than user cooperation, i.e., relay cooperation achievescoding(SNR)gains,

particularly in the low SNR regime, that override the diversity advantage of user cooperaton.

I. INTRODUCTION

Cooperation results when nodes in a network share their power and bandwidth resources to

mutually enhance their transmissions and receptions. Cooperation can be induced in several ways.

We compare two approaches to inducing cooperation in a multiaccess channel (MAC) comprised
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of K sources and one destination. First, we allow source nodes toforward data for each other

and second, we introduce a wireless relay node when cooperation between the sources nodes is

either undesirable or not possible. We refer to networks employing the former approach asuser

cooperative (UC) networksand those employing the latter asrelay cooperative (RC) networks.

There are important differences between user cooperative and relay networks that are not easy

to analyze from an information-theoretic point of view. Forexample, in cooperative networks one

likely needs economic incentives to induce cooperation. Onthe other hand, relay networks incur

infrastructure costs (see [1]). While incentives and infrastructure costs are important issues, we

use the total transmit and processing power consumed for both cooperative and non-cooperative

transmissions in each network as a cost metric for our comparisons. To this end, we model

the processing power as a function of the transmission rate,and thereby the transmit signal-

to-noise ratio (SNR). We also introduceprocessing scale factorsto characterize the ratio of

the energy costs of processing relative to that for transmission. While the processing (energy

and chip density) costs involved in encoding and decoding are complex functions of the specific

communication and computing technologies used, the parametrization we introduce through scale

factors allows us to study the impact of such processing costs.

We motivate our analysis with examples of wireless devices serving three different applications

[2, p. 141]. Consider a Motorola RAZR GSM mobile phone with a maximum transmit power

constraint of 1 (2) W in the 900 (1900) MHz band. With a 3.7 V battery rated at 740 mAh this

device has a capacity of almost 10 kJ of energy resulting in anaverage talk time of 4 hours. On

the other hand, an Atheros whitepaper [3] found that typical802.11 wireless local area network

(WLAN) interfaces consume 2 to 8 W for active communications. Furthermore, the transmit

power for this device in the range of 20 to 100 mW is only a smallfraction of the processing

costs. Finally, consider low-power sensor devices such as the Berkeley motes. The authors in [4]

model the energy cost per bit for a reliable 1 Mbps link over a distanced and path-loss exponent

α by a transmitter cost ofEtx = Et + Epad
α whereEt = 0.36 J/MB is the energy dissipated in

the transmitter electronics andEpa = 8 × 10−5 J/m2/MB scales the required transmit energy

per bit. Accounting for the signal processing costs at the receiver asErx = 1.08 J/MB, they

show that for distances less than the transition distance ofd =
√

Et/Epa = 67 m, processing

energy cost dominates transmission cost and vice-versa. Ingeneral, the ratio of processing to

transmission power depends on both the device functionality (long distance vs. local links)
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and the application (high vs. low rate) supported. Thus, accounting for both the transmit and

processing power (energy) costs in our comparisons allows us to identify the processing factor

regimes where cooperation is energy efficient.

We consider single-antenna half-duplex nodes and constrain all transmitting nodes in both

networks to time-duplex their transmissions. Thus, in the relay network each source cooperates

with the relay over two-hops where in the first hop the source transmits while the relay listens

and in the second hop both the source and relay transmit. For the user cooperative network,

for K > 2 we consider the cooperative schemes oftwo-hop, where the cooperating users of

any source transmit in the second hop, andmulti-hop, where the cooperating users transmit

sequentially in time. We assume that transmitters do not have channel state information (CSI)

and compare the outage performance of the two networks as a function of the transmit SNR at

each user for the cooperative strategies ofdynamicdecode-and-forward (DDF) [5] and amplify-

and-forward (AF). We present upper and lower bounds on the outage probability of DDF and

AF for both networks and compare their outage performance via acoding (SNR) gain [6]. For

single-antenna nodes, the maximum DDF and AF diversity for two-hop relaying is2 [5]. For

the two-hop user cooperative network, we show that, if relayselection is allowed, AF achieves

a maximum diversity of2. Further, we also show that, except for aclusteredgeometry where

the maximum diversity approachesK, DDF also achieves a maximum diversity of2 for this

network. On the other hand, when users cooperate using aK-hop scheme, our bounding analysis

agrees with the earlier results that both DDF [5] and AF [6], [7] achieve a maximum diversity

of K.

The coding gains achieved are in general a function of the transmission parameters and

network geometry. In an effort to generalize such results, we present anarea-averagednumerical

comparison. Specifically, we consider a sector of a circulararea with the destination at the

center, a fixed relay position, and the users randomly distributed in the sector. We remark that

this geometry encompasses a variety of centralized networkarchitectures such as wireless LAN,

cellular, and sensor networks. Our analytical and numerical results demonstrate the effect of

processing power in cooperation and are summarized by the following observations: i) user

cooperation can achieve higher diversity gains than relay cooperation but at the expense of

increased complexity and ii) relay cooperation achieves larger coding gains when we account

for the energy costs of cooperation, thus diminishing the effect of the diversity gains achieved
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by user cooperation.

This paper is organized as follows. In Section II, we presentthe network and channel models

and develop a power-based cost metric. In Section III, we present the outage approximations for

the DDF and AF strategies for both networks. In Section IV, wepresent the numerical results.

We conclude in Section V.

II. CHANNEL AND NETWORK MODELS

A. Network Model

Our networks consist ofK users (source nodes) numbered1, 2, . . . , K and a destination node

d. For the relay network there is one additional node, the relay noder. We impose ahalf-duplex

constraint on every node, i.e., each node can be in one of two modes,listen (L) or transmit

(T) (LoT). We write K = {1, 2, . . . , K} for the set of users andT = K∪{r} for the set of

transmitters in the relay network.

Let Xk,i be the transmitted signal (channel input) at nodek at time i, i = 1, 2, . . . , n. We

model the wireless multiaccess links under study as additive Gaussian noise channels with fading.

For such channels, the received signal (channel output) at nodem at time i is

Ym,i =















(

∑

k 6=m

Hm,k,iXk,i

)

+ Zm,i Mm,i = L

0 Mm,i = T

(1)

where theZm,i are independent, proper, complex, zero-mean, unit variance Gaussian noise

random variables,Mm,i is the half-duplex mode at nodem, andHm,k,i is the complex fading

gain between transmitterk and receiverm at timei. Note that for both networks as well as the

(non-cooperative) MAC,Md,i = L, for all i. Further, for the relay network and the MAC, we

also haveMk,i = T , for all i and for allk ∈ K. We assume that over alln uses of the channel,

the transmitted signals in both networks are constrained inpower as

n
∑

i=1

E |Xk,i|
2 ≤ nPk k ∈ T . (2)

Throughout the sequel we assume that all transmitters use independent Gaussian codebooks

with asymptotically large codelengths and the total transmission bandwidth is unity. Further,

we assume that the modesMk,i are known by all nodes. Finally, we use the usual notation

for entropy and mutual information [8] and take all logarithms to the base 2 so that our rate
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units are bits/channel use. We write random variables (e.g.Hk) with uppercase letters and their

realizations (e.g.hk) with the corresponding lowercase letters and use the notation C(x) =

log(1+x) where the logarithm is to the base 2. Finally, throughout thesequel we use the words

“user” and “source” interchangeably.

B. Relay Cooperative Network

The relay cooperative (RC) network withK + 1 inputsXk,i, k ∈ T , and two outputsYr,i

andYd,i given by (1) is typically modeled as a Gaussian multiaccess relay channel (MARC) [9],

[1]. We consider a time-duplexed relay cooperative (TD-RC)model where each source transmits

over the channel for a periodT = 1/K of the total time (see Fig. 1). Further, the transmission

period of sourcek, for all k, is sub-divided into two slots such that the relay listens infirst

slot and transmits in the second slot. We denote the time fractions for the two slots asθk and

θk = 1−θk for userk such thatθk = Pr (Mr = L) = 1−Pr (Mr = T ) where the duration,θk, of

the relay modeMr can be different for differentk. The time-duplexed two-hop scheme for the

RC nework is illustrated in Fig. 1 for user2. Also shown is the slot structure for a time-duplexed

MAC (TD-MAC). Time-duplexing thus simplifies the analysis for each user to that for a single-

source relay channel in each periodT . We assume that the relay uses negligible resources to

communicate its mode transition to the destination. We alsoassume that, to minimize outage, the

transmitters use all available power for transmission subject to (2). Thus, in thekth time period,

for all k, userk and the relay transmit at powerP k = KPk andP r = Pr/θk, respectively, where

θk = 1− θk. Finally, throughout the analysis we assume thatPr is proportional toPk.

C. User Cooperative Network

In a user cooperative (UC) network, there is a combinatorialexplosion in the number of ways

one can duplexK sources over their half-duplex states. We present two transmission schemes

that allow each user to be aided by an arbitrary number of users, up toK − 1. In both schemes

the users time-duplex their transmissions; the two schemesdiffer in the manner the periodT is

further sub-divided between the transmitting and the cooperating users.

We first consider atwo-hop schemesuch that the period over which userk, for all k, transmits

is sub-divided into two slots. In the first slot only userk transmits while in the second slot both

userk and the setCk ⊆ K\{k} of users that cooperate with userk transmit. This is shown in
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Fig. 1 for user2 andC2 = {3, 4}. We remark that this scheme has the same number of hops as

the TD-RC network except now userk can be aided by more than one user inCk. We write θk

and1− θk to denote the time fractions associated with the first and second slots of userk such

that θk = Pr (Mj = L) = 1− Pr (Mj = T ) for all j ∈ Ck.

We also consider amulti-hopscheme where the total transmission time for sourcek is divided

into Lk slots,1 ≤ Lk ≤ K, whereLk = |Ck|+ 1. Specifically, in each time-slot, except the first

slot where only userk transmits, one additional user cooperates in the transmission until all Lk

users transmit in slotLk. When the cooperating users decode their received signals,we assume

that the users are ordered in the sense that the new user that cooperates in thelth fraction is the

first user that can decode the message when thel cooperating users are transmitting. We denote

the lth time fraction for userk as θk,l, l = 1, 2, . . . , L (see Fig. 1 for user2 with C2 = {3, 4}).

We refer to this model as time-duplexed user cooperation or simply TD-UC.

Userk transmits at power

P k = Pk ·K /(Nk + 1) (3)

whereNk ≤ K − 1 is the total number of users whose messages are forwarded by user k.

Further, for the two-hop scheme, in those sub-slots where user k acts as a cooperating node, its

transmission power is scaled by the appropriateθk. The energy consumed in every cooperative

slot is therefore exactly given by (3). Letπk (·) be a permutation onCk such that userπk (l)

begins its transmissions in the fractionθk,l, for all l = 2, 3, . . . , Lk, andπk (1) = k. Thus, when

userk acts as a cooperating node for userj, j 6= k, such thatπj(l) = k for somel > 1, its power

P k in (3) is scaled by the total fraction for which it transmits for userj, i.e.,
∑Lj

m=lθj,m. We

assume that a cooperating node or relay uses negligible resources to communicate its transition

from one mode to another to the destination as well as other cooperating nodes. For AF we

assume equal length slots and consider symbol-based two-hop and multi-hop schemes.

Finally, throughout the sequel, we assume that due to lack ofCSI at the transmitters, the

transmitters do not vary power as a function of channel states. Furthermore, each user uses

independent Gaussian in each transmitting fraction. Thus,for e.g., for two-hop TD-RC and TD-

UC networks under AF, userk transmits independent codebooks with the same power in the two

fractions. Similarly, for the multi-hop TD-UC network under AF, subject to (3), userk transmits

independent signals with the same power in allLk fractions.
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D. Cost Metric: Total Power

We use the total power consumed by all the nodes as a cost metric for comparisons. Observe

that in addition to its transmit power a node also consumes processing power, i.e., in encoding

and decoding its transmissions and receptions, respectively. Further, in addition to its own

transmission and processing costs, a node that relays consumes additional power in encoding

and decoding packets for other nodes. We model these costs bydefining encoding and decoding

variablesηk and δk, respectively, and write the power required to process the transmissions of

nodej at nodek as

P proc
k,j = P proc

k,0 +
(

ηkI
enc
k (j) + δkI

dec
k (j)

)

· f (Rj) for all k ∈ T , j ∈ K (4)

whereP proc
k,j is the power required by userk to cooperate with userj, Ienck (j) and Ideck (j)

are indicator functions that are set to1 if user k encodes and decodes, respectively, for user

j, P proc
k,0 is the minimum processing power at userk which is in general device and protocol

dependent, andf(Rj) is a function of the transmission rateRj in bits/sec at userj. The unitless

variablesηk and δk quantify the ratio of processing to transmission power at user k to encode

and decode a bit, respectively. For example, a relay node that uses DDF consumes power for

overhead, encoding, and decoding costs while a relay node using AF only has overhead costs.

Note that for the relay node, we haveP proc
r,r = P proc

r,0 which accounts for the costs of simply

operating the relay. Thus, for the examples in Section I, we have η < 1 and δ < 1 for the

RAZR phone,η >> 1 and δ >> 1 for the Atheros LAN card, andη and δ determined by the

cross-over distance for the Berkeley motes. In general, theprocessing cost functionf depends

on the encoding and decoding schemes used as well as the device functionality. For simplicity,

we choosef as

f (Rk) = Rk for all k. (5)

Finally, we assume that the destination in typical multiaccess networks such as cellular or many-

to-one sensor networks has access to an unlimited energy source and ignore its processing costs.

We write the total power consumed on average (over all channel uses) at nodek, k ∈ T , as

Pk,tot =















Pk + P proc
k,k +

∑

j∈K,j 6=k

Ik(j)P
proc
k,j k ∈ K

Pk +
∑

j∈K

Ik(j)P
proc
k,j k = r

(6)
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whereIk(j) is an indicator function that takes the value1 if node k cooperates with nodej.

For userk, the firstP proc
k,k term in (6) corresponds to the power used to process its own message

while the second summation term accounts for the power nodek incurs in cooperating with all

other source nodes. Note that at high SNR, i.e., highPk for all k, the dominating term in (6)

is Pk sinceP proc
k,0 is usually a constant andRj increases logarithmically inPj , for all k, j ∈ K.

The total power consumed by all transmitting nodes in each network is given as

Ptot =











∑

k∈K

Pk,tot TD-MAC or UC

∑

k∈T

Pk,tot RC.
(7)

E. Fading Models

We model the fading gains asHm,k,i = Am,k,i

/

d
γ/2
m,k where dm,k is the distance between

the mth receiver and thekth source,γ is the path-loss exponent, and theAm,k,i are jointly

independent identically distributed (i.i.d.) zero-mean,unit variance proper, complex Gaussian

random variables. We assume that the fading gainHm,k,i is known only at receiverm. We also

assume thatHk,m,i remains constant over a coherence interval and changes independently from

one coherence interval to another. Further, the coherence interval is assumed large enough to

transmit a codeword from any transmitter and all its cooperating nodes or relay. Finally, we also

assume that the fading gains are independent of each other and independent of the transmitted

signalsXk,i, for all k ∈ T and i.

III. GEOMETRY-INCLUSIVE OUTAGE ANALYSIS

We compare the outage performance of the user and relay cooperative networks via a limiting

analysis in SNR of the outage probabilities achieved by DDF and AF. Such an analysis enables

the characterization of two key parameters, namely, the diversity order and the coding gains,

which correspond to the slope and the SNR intercept, respectively, of the log-outage vs. SNR

in dB curve [6]. In [6], Laneman develops bounds on the DF and AF outage probabilities for

a relay channel where the source and the relay transmit on orthogonal channels. In [5], the

authors introduce a DDF strategy where the cooperating node/relay remains in thelisten mode

until it successfully decodes its received signal from the source. The authors show that, for both

two-hop and multi-hop relay channels, DDF achieves the diversity-multiplexing tradeoff (DMT)
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performance [10] of an equivalent MIMO channel for small multiplexing gains. In an effort to

quantify the diversity and the effect of geometry, we present geometry-inclusive upper and lower

bounds on the DDF and AF outage probability for TD-RC and two-hop and multi-hop TD-UC

networks. We summarize the results here and develop the detailed analyses in the Appendices.

A. Dynamic-Decode-and-Forward

1) TD-RC: In general, obtaining a closed form expression for the outage probability of each

user is not straightforward. Suppose thatPr = λP k for some constantλ and recall thatP r =

Pr/ θk. In Appendix II, we develop upper and lower bounds on the DDF outage probabilityP (k)
o

of userk transmitting at a fixed rateRk, for all k, as

Po,2×1 ≤ P (k)
o ≤

[

(2Rk/θ
∗
k − 1)2θ

∗

k

(2Rk − 1)2
+

2dγr,k(2
Rk/θ

∗
k − 1)2

dγd,r(2
Rk − 1)2

]

·
(2R − 1)2dγd,kd

γ
d,r

2λP
2

k

+O
(

P
−3

k

)

(8)

wherePo,2×1 is the outage probability of a2× 1 distributedMIMO channel whoseith transmit

antenna is at a distancedd,i, i = k, r, from the destination andθ∗k ∈ (0, 1) is a fraction chosen

to upper boundP (k)
o . The notationO (x) in (8) means that there is a positive constantM such

that theO (x) term is upper bounded byM |x| for all x ≥ x0. In Appendix II, we show that

Po,2×1 = (2Rk − 1)2dγd,kd
γ
d,r

/

2λP
2

k +O
(

P
−3

k

)

. (9)

Thus, from (8) and (9) we see that for a fixed rate transmission, the maximum diversity achieved

by DDF is 2, as predicted by the DMT analysis for DDF in [5, Theorem 4]. Comparing (8) and

(9), we further see that the bracketed expressions on the right side of the inequality in (8) upper

bounds the coding gains by whichP (k)
o differs from the MIMO lower bounds.

2) TD-UC – Two-Hop:The outage analysis for the two-hop TD-RC network can be extended

to the two-hop TD-UC network. In Appendix II, for sufficiently large powerPk, we boundP (k)
o

as (see 55) and (61))

Po,Lk×1 ≤ P (k)
o ≤ K2 ·

(

2Rk − 1
)Lk
∏

j∈Sk
dγd,j

(Lk!)
(

P k

)Lk
∏

j∈Sk

λj

+O
(

P
−Lk−1

k

)

(10)

whereλj = P j/P k for all j ∈ Sk = Ck ∪ {k}, θ∗k ∈ (0, 1), Po,Lk×1 is the outage probability of a

Lk×1 distributedMIMO channel whoseith transmit antenna is at a distancedd,i, i = 1, 2, . . . , Lk,
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from the destination such that

Po,Lk×1 =

(

2Rk − 1
)Lk

(Lk!)
(

P k

)Lk

∏

j∈Sk

dγd,j
λj

+O
(

P
−Lk−1

k

)

(11)

and

K2 =







(

2Rk/θ
∗

k − 1
)Lk

(

θ
∗

k

)Lk−1

(2Rk − 1)Lk
+

(2Rk/θ
∗
k − 1)2

(

∑

j∈Ck
dγj,k

)

(Lk!)
(

P k

)Lk−2

(2Rk − 1)Lk

(

∏

j∈Ck
dγd,j/λj

)






. (12)

Note that forLk = 2, our analysis simplifies to the outage analysis for the TD-RCnetwork. For

Lk > 2, comparing the two terms in the right-hand sum in (12), we seethat a lower bound on

the diversity from the first and second terms areLk and 2, respectively. In fact, the first term

dominates only when

(

∑

j∈Ck

dγj,k

)

≤

(

2Rk/θ
∗
k − 1

)Lk−2

(Lk!)
(

P k

)Lk−2
·

(

∏

j∈Sk
dγd,j/λj

)

dγd,k
. (13)

Thus, for a givenPk, for all k, achieving the maximum diversityLk requires that userk and

its cooperating users inCk are clustered close enough to satisfy (13). Thus, the maximum DDF

diversity for a two-hop cooperative network does not exceedthat of TD-RC except when user

k and its cooperating users areclustered, i.e., the inter-node distances satisfy (13). We illustrate

this distance-dependent behavior in Section IV.

3) TD-UC – Multi-Hop: Recall thatπk (·) is a permutation onCk such that userπk (l) begins

its transmissions in the fractionΘk,l, for all l = 2, 3, . . . , Lk, andπk (1) = k. Unlike the two-

hop case whereΘk is dictated by the node with the worst receive SNR, the fraction Θk,l, for

l = 1, 2, . . . , Lk − 1, is the smallest fraction that ensures that at least one cooperating node,

denoted asπk (l + 1), decodes the message from userk. In general, developing closed form

expressions forP (k)
o is not straightforward. In Appendix III, we lower boundP (k)

o by the MIMO

outage probability,Po,Lk×1 and use the CDF ofΘk,l, for all l, to upper boundP (k)
o for any

0 < θ∗k,l < 1, for all l, as (see (74))

P (k)
o ≤

(

2Rk − 1
)Lk

(Lk!)
(

P k

)Lk

(

Lk
∏

j=1

dγd,πk(j)

λπk(j)

)

· [Kc +Kd] +O
(

P
−Lk−1

k

)

(14)

where the constantsKc andKd are given by (75) in Appendix III. Our analysis shows that DDF

achieves a maximum diversity ofLk for a Lk-hop TD-UC network.
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B. Amplify-and-Forward

A cooperating node or a relay can amplify its received signaland forward it to the destination;

the resulting AF strategy is appropriate for nodes with limited processing capabilities. We present

the outage bounds for the two-hop TD-RC and TD-UC and theLk-hop TD-UC networks. We

assumeθk = 1/2 and θk,l = 1/Lk, l = 1, 2, . . . , Lk, for the two-hop andLk-hop schemes,

respectively.

1) TD-RC and TD-UC – Two-hop:We first consider a two-hop AF protocol where only user

k transmits in the first fraction and both userk and its cooperating users (TD-UC) or relay (TD-

RC) transmit in the second fraction. Userk transmits with a different codebook in the first and

second fractions. The outage analysis for the two-hop TD-RCnetwork, i.e.,|Ck| = 1, is the same

as that developed for the half-duplex relay channel in [11].Recall that due to lack of transmit

CSI, we assume no power control and independent Gaussian codebooks in each transmit fraction

at userk, for all k. For the TD-UC network, i.e.,Lk ≥ 2, where allLk − 1 cooperating nodes

amplify and forward their received signals in the second fraction, the received and transmitted

signals(Yd,1, Yd,2) and (Xk,1, Xk,2), respectively, in the two fractions are




Yd,1

Yd,2



 =







Hd,k 0
∑

j∈Ck

cjHd,jHj,k Hd,k











Xk,1

Xk,2



+





Zd,1

Z ′
d,2



 (15)

where

|cj| =
(

2P j/
/

|Hj,k|
2 P k + 1

)1/2
(16)

Z ′
d,2 =

(

∑

j∈Ck
cjHd,jZj,k

)

+ Zd,2 (17)

c2s = 1 +
∑

j∈Ck
|cjHd,j|

2 . (18)

andZj,k, Zd,1, andZd,2 are i.i.d. Gaussian noise variables. ScalingYd,2 by cs to setE
[

∣

∣Z ′
d,2

∣

∣

2
]

=

1, the outageP (k)
o is given as

P (k)
o = Pr





1

2
C



|Hd,k|
2 P k

(

1 +
1

cs

)

+
P k

c2s

∣

∣

∣

∣

∣

∑

j∈Ck

cj
cs
Hd,jHj,k

∣

∣

∣

∣

∣

2


 < Rk



 (19)

where the pre-log factor of1/2 is a result ofθk = 1/2. For |Ck| > 1, the terms in (19) with

cross productsHd,jHj,k may not add constructively. Accordingly, we lower boundP
(k)
o by the
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outage probability of aLk × 1 MIMO channel where all but one of the antennas transmit the

same signal, i.e.,

P (k)
o ≥ Pr

(

C

(

|Hd,k|
2 P k + P k

∣

∣

∣

∑

j∈Ck
Hd,j

∣

∣

∣

2
)

< Rk

)

=

(

2Rk − 1
)2

dγd,k

2P
2

k

(

∑

j∈Ck
1/dγd,j

) +O
(

P
−3

k

)

.

(20)

Thus, the maximum diversity of two-hop AF is bounded by2. Further, since AF achieves a

maximum diversity of2 with one cooperating node or relay [6], allowing selection of one

cooperating node with the smallest outage, we can upper boundP
(k)
o by the AF outage probability

of a relay channel with|Cj | = 1. Finally, using the fact thatP (k)
o for a non-orthogonal relay

channel is at most that for the orthogonal relay channel, we apply the high SNR (no CSI at

transmitters) bound developed for the latter in [6] to boundP
(k)
o as

P (k)
o ≤

(

22Rk − 1
)2

dγd,k maxj∈Ck
(

dγj,k + dγd,j
)

2P
2

k

. (21)

Thus, we see that the maximum diversity achievable by a two-hop AF scheme in the high SNR

regime is at most2 and is independent of the number of cooperating users inCk.

2) TD-UC – Multi-hop: We consider anLk-hop cooperative AF protocol where only user

k and userπk (l), l = 1, 2, . . . , Lk, transmit in thelth fraction, i.e., userπk (l) forwards in the

fraction θk,l a scaled version of the signal it receives from userk in the first fraction. Userk

transmits with a different codebook in the first and second fractions. Note thatπk (1) = k and

θk,l = 1/Lk for all l. We write the received signal,Yd,l, at the destination in thelth fraction as

Yd,l =







Hd,kXk,l + Zd,l l = 1

Hd,kXk,l +Hd,πk(l)Xπk(l),l + Z ′
d,l l = 2, . . . , Lk

(22)

where the signal transmitted by userπk (l) in the lth fraction is Xπk(l),l = cπk(l)Yπk(l),1 =

cπk(l)

(

Hπk(l),kXk,1 + Zπk(l),1

)

, and cπk(l), c
2
s,πk(l)

, andZ ′
d,l are given by (16)-(17), respectively,

with Ck = {πk (l)}. Similar to (15), (22) can also be written compactly asY d = HXk+Z, where

theLk entries ofY d andXk are related by (22) andH is the resulting channel gains matrix. The

destination decodes after collecting the received signalsfrom all Lk fractions. ChoosingXk,l,

for all l, as independent Gaussian signals, we have

P (k)
o = Pr

(

log
∣

∣I + P kHH
†
∣

∣ < LkRk

)

(23)
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whereH† is the conjugate transpose ofH. We lower boundP (k)
o with the outage probability of

a Lk × 1 MIMO channel with i.i.d. Gaussian signaling at theLk transmit antennas to obtain

P (k)
o ≥ Po,Lk×1 =

(

2Rk − 1
)Lk
∏Lk

l=1 d
γ
d,πk(l)

(Lk!)P
Lk

k

+O
(

P
−Lk−1

k

)

. (24)

On the other hand, one can upper boundP
(k)
o by the outage probability of an orthogonal AF

protocol where userk and its cooperating users transmit on orthogonal channels,i.e., only user

πk (l) transmits in the fractionθk,l, as developed in [6]. Thus, we have

Pout ≤

(

2LkRk − 1
)Lk dγd,k

∏

j∈Ck

(

dγd,j + dγj,k
)

Lk!P
Lk

k

. (25)

Comparing (24) and (25), we see that theLk-hop AF scheme can achieve a maximum diversity

of Lk in the high SNR regime at the expense of userk repeating the signalLk times.

IV. I LLUSTRATION OF RESULTS

We consider a planar geometry with the users distributed randomly in a sector of a circle of

unit radius and angleπ/3. We place the destination at the center of the circle and place the relay

at (0.5, 0) as shown in Fig. 2. TheK users are distributed randomly over the sector excluding an

area of radius0.3 around the destination. We consider100 such random placements and for each

such random placement, we compute the outage probabilitiesPout for the TD-RC, the TD-UC,

and the TD-MAC network as an average over the outages of all the time-duplexed users in each

network. Finally, we also averagePout over the 100 random node placements. We consider a

three-user MAC. We assume that all three users have the same transmit power constraint, i.e.,

Pk = P1 for all k. For the relay we choosePr = fr ·P1 wherefr ∈ {0.5, 1}. We set the path loss

exponentγ = 4 and the processing factorsηk = δk = η for all k. We plotPout as a function of

Ptot for η = 0.01, 0.5, and1 thereby modeling three different regimes of processing to transmit

power ratios. We consider a symmetric transmission rate, i.e., all users transmit atR = 0.25

bits/channel use. We first plotPout as a function of the transmit SNRP1 in dB obtained by

normalizingP1 by the unit variance noise. We also plotPout as a function ofPtot in dB where

Ptot is given by (6) and (7). For user cooperation, we plot the outage for both the two-hop and

three-hop schemes.
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A. Outage Probability: DDF

We compare the outage probability of a three user MAC in Figs.3 and 4. The plots clearly

validate our analytical results that DDF does not achieve the maximum diversity gains of3 for

the two hop TD-UC network (denoted Coop. 2-hop in plots). On the other hand, the slope of

Pout for the three-hop TD-UC network, (denoted Coop. 3-hop) approaches3. Further, DDF for

this network achieves coding gains relative to the TD-RC network only as the SNR increases.

In fact, this difference persists even when the energy costsof cooperation are accounted for

in sub-plot 2 and Fig. 4 by plottingPout as a function ofPtot. This difference in SNR gains

between user and relay cooperation is due to the fact that user cooperation increases spatial

diversity at the expense of requiring users to share their power for cooperative transmissions.

Observe that with increasingη, the outage curves are translated to the right. In fact, for afixed

R, the processing costs increase with increasingη, and thus, we expect the SNR gains from

cooperation to diminish relative to TD-MAC, particularly in the lower SNR regimes of interest.

This is demonstrated in Fig. 4.

B. Outage Probability: AF

In Figs. 5 and 6 we plot the two user AF outage probability for all three networks. As predicted,

we see that both TD-RC and TD-UC networks achieve a maximum diversity of 2 for the two-

hop scheme. The three-hop scheme for TD-UC achieves a maximum diversity approaching3.

However, it achieves coding gains relative to the relay network only as the SNR increases. These

gains are a result of the model chosen for the processing power (only model costs of encoding

and decoding) and the choice ofP proc
k,0 = 0 for all k for the purposes of illustration. In general,

P proc
k,0 > 0 since it models protocol and device overhead including front-end processing and

amplification costs, and thus, the total processing power will scale proportionate to the number

of users that a node relays for.

The numerical analysis can be extended to arbitrary relay positions [7, Chap. 4]. In general,

the choice of relay position is a tradeoff between cooperating with as many users as possible

and being, on average, closer than the users are to the destination. To this end, fixing the relay

at the symmetric location of(0.5, 0) is a reasonable tradeoff.
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V. CONCLUDING REMARKS

We compared the outage performance of user and relay cooperation in a time-duplexed

multiaccess network using the total transmit and processing power as a cost metric for the

comparison. We developed a model for processing power costsas a function of the transmitted

rate. We developed a two-hop cooperation scheme for both therelay and user cooperative

network. We also presented a multi-hop scheme for the user cooperative network for the case

of multiple cooperating users. We presented geometry-inclusive upper and lower bounds on

the outage probability of DDF and AF to facilitate comparisons of diversity and coding gains

achieved by the two cooperative approaches. We showed that the TD-RC network achieves a

maximum diversity of2 for both DDF and AF. We also showed that under a two-hop transmission

scheme, aK-user TD-UC network achieves aK-fold diversity gain with DDF only when the

cooperating users are physically proximal and achieves a maximum diversity of2 with AF. On

the other hand, for aK-hop transmission scheme, the TD-UC network achieves a maximum

diversity of K for both DDF and AF. Using area-averaged numerical results that account for

the costs of cooperation, we demonstrated that the TD-RC network achieves SNR gains that

either diminish or completely eliminate the diversity advantage of the TD-UC network in SNR

ranges of interest. Besides a fixed relay position, this difference is due to the fact that user

cooperation results in a tradeoff between diversity and SNRgains as a result of sharing limited

power resources between the users.

In conclusion, we see that user cooperation is desirable only if the processing costs associated

with achieving the maximum diversity gains are not prohibitive, i.e., in the regime where user

cooperation achieves positive coding gains relative to therelay cooperative and non-cooperative

networks. The simple processing cost model presented here captures the effect of transmit rate

on processing power. One can also tailor this model to explicitly include delay, complexity, and

device-specific processing costs.

APPENDIX I

DISTRIBUTION OF WEIGHTED SUM OF EXPONENTIAL RANDOM VARIABLES

Consider a collection of i.i.d. unit mean exponential random variablesEl, l = 1, 2, . . . , L. We

denote a weighted sum ofEl, for all l, asH =
∑L

l=1 clEl wherecl > 0 and cm 6= ck for all l

andm 6= k. The following lemma summarizes the probability distribution of H [12, p. 11].
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Lemma 1 ([12, p. 11]):The random variableH has a distribution given as

pH (h) =







∑L
l=1

Cl

cl
e−h/cl h ≥ 0

0 otherwise
(26)

where the constantsCl, for all l, are

Cl =







1 L = 1

(−cl)
L−1

QL
j=1,j 6=l(cj−cl)

L > 1.
(27)

The cumulative distribution function ofH is

FH (η) =

L
∑

l=1

Cl

(

1− e−η/cl
)

(28)

such that the first non-zero term in the Taylor series expansion of FH (η) about η = 0 is

ηL
/

L!
(

∏L
l=1 cl

)

.

APPENDIX II

DDF OUTAGE BOUNDS

A. Two-Hop Relay Cooperative Network

For a DDF relay, the listen fraction is the random variable (see [5, (13), pp. 4157])

Θk = min

(

1, Rk

/

log

(

1 +
|Ar,k|

2 P k

dγr,k

))

. (29)

Θk is a mixed (discrete and continuous) random variable with a cumulative distribution function

(CDF) given as

F
(r)
Θk

(θk) =























0 θk ≤ 0

exp

[

−
(2Rk/θk−1)dγr,k

P k

]

0 < θk < 1

1 θk = 1.

(30)

The mutual information collected at the destination over both the listen and transmit fractions

is (see [5, Appendix D])

IDF
2 = ΘkG1 +ΘkG2 (31)

whereΘk = (1−Θk), P k = KPk, P r = Pr/Θk, and

G1 = C
(

|Hd,k|
2 P k

)

(32)

G2 = C
(

|Hd,k|
2 P k + |Hd,r|

2 P r

)

. (33)
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The outage probability for userk transmitting at a fixed rateRk is then given as

P (k)
o = Pr

(

IDF
2 < Rk

)

(34)

From (29),Θk = 0 only for dr,k = 0, i.e., only when userk and the relay are co-located, and

for this case (34) simplifies to the outage probability of a2× 1 MIMO channel given as

Po,2×1 = Pr

(

C

(

|Ad,k|
2 P k

dγd,k
+

|Ad,r|
2 Pr

dγd,r

)

< Rk

)

. (35)

Let Pr andP k scale such thatPr/P k = λ is a positive constant. Using (28), we have

Po,2×1 =
(2Rk − 1)2dγd,kd

γ
d,r

2λP
2

k

+O
(

P
−3

k

)

. (36)

Po,2×1 is a lower bound onP (k)
o becauseG2 ≥ G1. On the other hand, for anyθk in (31),

P
(k)
o (θk) can be upper bounded as

P (k)
o (θk) ≤ Pr (θkG1 < Rk) = P

(k)
o,1 (θk) (37)

P (k)
o (θk) ≤ Pr

(

θkG2 < Rk

)

= P
(k)
o,2 (θk) (38)

Thus, we have

P (k)
o = EP (k)

o (Θk) ≤ Emin(P
(k)
o,1 (Θk), P

(k)
o,2 (Θk)) = P

(k)
UB (39)

Let

η = 2Rk/θk − 1, c1 =
P k

dγd,k
, c2 =

P r

dγd,r
. (40)

From (27), we haveC1 = c1 /(c1 − c2) andC2 = c2 /(c2 − c1) .

Using Lemma 1, we can expandP (k)
o,1 (θk) andP (k)

o,2 (θk) in (39) as

P
(k)
o,1 (θk) = Pr

(

G1 <
Rk

θk

)

= 1− exp

[

−(2Rk/θk − 1)dγd,k

P k

]

≤
(2Rk/θk − 1)dγd,k

P k

(41)

P
(k)
o,2 (θk) = Pr

(

G2 <
Rk

θk

)

=
2
∑

l=1

Cl

(

1− e−η/cl
)

=
(2Rk/θk − 1)2θkd

γ
d,kd

γ
d,r

2λP
2

k

+O
(

P
−3

k

)

(42)

where the bound in (42) follows from expanding and simplifying the exponential functions. From

(42), we see that for a fixedP k anddj,k for all j, k, the minimum in (39) is dominated byP (k)
o,2 (θk)

for small θk and byP (k)
o,1 (θk) asθk approaches1. Finally, we havePo,2×1 = P

(k)
o,2 (θk = 0).
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In general,P (k)
UB is not easy to evaluate analytically. Since we are interested in the achievable

diversity, we develop a bound onP (k)
UB for a fixedRk. We have, for anyθ∗k, 0 < θ∗k < 1,

P
(k)
UB =

∫ 1

0

PΘk
(θk)min

(

P
(k)
o,1 (θk), P

(k)
o,2 (θk)

)

dθk (43)

≤

∫ θ∗k

0

PΘk
(θk)P

(k)
o,2 (θk)dθk +

∫ 1

θ∗k

PΘk
(θk)P

(k)
o,1 (θk)dθk (44)

≤ FΘk
(θ∗k)P

(k)
o,2 (θ

∗
k) + (1− FΘk

(θ∗k))P
(k)
o,1 (θ

∗
k) (45)

≤ P
(k)
o,2 (θ

∗
k) +

(2Rk/θ
∗
k − 1)dγr,k

P k

· P
(k)
o,1 (θ

∗
k) (46)

≤

[

(2Rk/θ
∗
k − 1)2θ

∗

k

(2Rk − 1)2
+

2dγr,k(2
Rk/θ

∗
k − 1)2λ

dγd,r(2
Rk − 1)2

]

·
(2Rk − 1)2dγd,kd

γ
d,r

2λP
2

k

+O
(

P
−3

k

)

(47)

where the equality in (44) holds whenP (k)
o,2 (θk) < P

(k)
o,1 (θk) for θk < θ∗k and vice-versa, and

(45) follows becauseP (k)
o,1 (θk) andP (k)

o,2 (θk) decrease and increase, respectively, withθk and (46)

follows from using (30) to bound1 − FΘk
(θ∗k). Finally, we note that for any fixed0 < θ∗k < 1,

for fixed inter-node distances, the term in square brackets in (47) is a multiplicative constant

separating the upper bound (47) and the lower bound (36) onP
(k)
o .

B. Two-hop User Cooperative Network

The above analysis extends to the two-hop TD-UC network. Recall that a DDF cooperating

node remains in thelistenmode until it successfully decodes its received signal fromthe source.

Thus, for the two-hop TD-UC network, thelisten fraction for each cooperating nodej, for all

j ∈ Ck, is given by (29) with the substitionr = j. Further, since thelisten fraction Θk is now

the largest among allj, from (29) we have

Θk = min
(

1,maxj∈Ck
{

Rk

/

C
(

|Aj,k|
2 P k

/

dγj,k
)})

(48)

where the transmit powerP k, for all k ∈ K, satisfies (2) and is given by (3). LetF (j)
Θk

(θk) be

the CDFF (r)
Θk

(θk) in (30) with the indexr replaced byj. From the independence ofAj,k for all

j ∈ Ck, the CDF ofΘk is

FΘk
(θk) =

∏

j∈Ck

F
(j)
Θk

(θk) = F
(r)
Θk

(θk)
∣

∣

∣

dr,k=
∑

j∈Ck
dγj,k

. (49)
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The destination collects information from the transmissions of userk and all its cooperating nodes

in Ck over both thetransmitand listen fractions. The resulting mutual information achieved by

userk at the destination is (see [13])

Ic2,DF (Θk) = ΘkG1 +ΘkG2 (50)

whereΘk = 1−Θk and

G1 = C
(

|Hd,k|
2 P k

)

(51)

G2 = C

(

|Hd,k|
2 P k +

∑

j∈Ck

|Hd,j|
2 P j

Θk

)

. (52)

The DDF outage probability for userk transmitting at a fixed rateRk in a two-hop TD-UC

network is thus given as

P (k)
o = Pr

(

Ic2,DF < Rk

)

. (53)

From (48),Θk = 0 only if dj,k = 0 for all j ∈ Ck.

From (50), we can lower boundP (k)
o by the outage probability,Po,Lk×1, of aLk×1 distributed

MIMO channel given as

Po,Lk×1 = Pr

(

C

(

|Ad,k|
2 P k

dγd,k
+
∑

j∈Ck

|Ad,j |
2 P j

dγd,j

)

< Rk

)

. (54)

We enumerate the(Lk − 1) cooperative nodes inCk asl = 2, 3, . . . , Lk, and writeSk = {k}∪Ck.

Using (28), and scalingP j andP k such thatP j/P k = λj is a constant, for allj, we have

Po,Lk×1 =
(2Rk − 1)Lkdγd,k

(Lk!)P
Lk

k

·

(

∏

j∈Sk

dγd,j
λj

)

+O
(

P
−Lk−1

k

)

. (55)

Let

η = 2Rk/θk − 1, c1 =
P k

dγd,k
, cl =

P l

dγd,lθk
, l = 2, 3, . . . , Lk (56)

where theθk in cl is due to the definition ofP l in (3). TheCl, for all l = 1, 2, . . . , Lk, are given

by (27). For a fixedRk, we upper boundP (k)
o using (37)-(38) as

P (k)
o = EP (k)

o (Θk) ≤ Emin(P
(k)
o,1 (Θk), P

(k)
o,2 (Θk)) = P

(k)
UB. (57)

We upper boundP (k)
o,1 (θk) using (41) and compute

P
(k)
o,2 (θk) =

(

2Rk/θk − 1
)Lk (

θk
)Lk−1

(Lk!)
(

P k

)Lk

(

∏

j∈Sk

dγd,j
λj

)

+O
(

P
−Lk−1

k

)

. (58)
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Analogous to the steps in (43)-(47) for the TD-RC case, we have (see (57)), for anyθ∗k, 0 <

θ∗k < 1,

P
(k)
UB ≤ FΘk

(θ∗k)P
(k)
o,2 (θ

∗
k) + (1− FΘk

(θ∗k))P
(k)
o,1 (θ

∗
k) (59)

≤ P
(k)
o,2 (θ

∗
k) +

(2Rk/θ
∗
k − 1)

(

∑

j∈Ck
dγj,k

)

P k

· P
(k)
o,1 (θ

∗
k) (60)

=













(2Rk/θ
∗
k − 1)Lk

(

θ
∗

k

)Lk−1

(2Rk − 1)Lk
+

(Lk!)

(

∑

j∈Ck

dγj,k

)

P
Lk−2

k (2Rk/θ
∗
k − 1)2

(

∏

j∈Ck
dγd,j/λj

)

(2Rk − 1)Lk













·

[

(2Rk − 1)Lk

(Lk!)P
Lk

k

(

∏

j∈Sk

dγd,j
λj

)]

+O
(

P
−Lk−1

k

)

. (61)

APPENDIX III

MULTI -HOP COOPERATIVE NETWORK – DDF OUTAGE ANALYSIS

The DDF outage probability of userk transmitting at a fixed rateRk in a multi-hop user

cooperative network is

P (k)
o = Pr

(

Ic2,DF < Rk

)

(62)

where

Ic2,DF (Θk) =

Lk
∑

l=1

Θk,lGl. (63)

The functionGl is given by

Gl = C
(

∑l
j=1

∣

∣Hd,πk(j)

∣

∣

2 Pπk(j)

Θk,j

)

l = 1, 2, . . . Lk, (64)

whereP k is given by (3) and

Θsum
k,l

△

=
∑l−1

j=1Θk,j for l = 1, 2, . . . , Lk (65)

Θ
sum

k,l
△

= 1−Θsum
k,l

(66)

with Θ
sum

k,Lk
= Θk,Lk

andΘk,−1 = 0 such thatΘ
sum

k,1 = 1. Recall thatπk (·) is a permutation on

Ck such that userπk (l) begins its transmissions in the fractionΘk,l, for all l = 2, 3, . . . , Lk.

Furthermore,πk (1) = k and we writeπk (i : j) = {πk(i), πk(i+ 1), . . . , πk(j)}.
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We writeΘk to denote a(Lk − 1)-length random vector with entriesΘk,l, l = 1, 2, . . . , Lk−1,

andλπk(j) = P πk(j)/P k for all πk (j) ∈ Ck. Further, we writeΘ(l)
k to denote the vector of the first

l entries ofΘk. The fractionΘk,l, l = 1, 2, . . . , Lk − 1, is the smallest value such that at least

one new node, denoted asπk (l + 1), decodes the message from userk. The analysis for this

problem seems difficult; so we replace it by analyzing a simpler strategy where nodeπk (l + 1)

collects energy only in fractionΘk,l from the transmissions of userk as well as the users in

πk (1 : l). For this strategy, we have

Θk,l = min







Θ
sum

k,l , min
πk(l+1)∈Ck\πk(1:l)

Rk

C
(

∑l
m=1

∣

∣Aπk(l+1),πk(m)

∣

∣

2
P πk(m)

/

dγπk(l+1),πk(m)

)







.

(67)

Applying Lemma 1, the CDF ofΘk,l conditioned onΘl−1
k = θl−1

k simplifies to

FΘk,l|Θ
l−1
k,1

(θk,l|θ
l−1
k ) =



















0 θk,l ≤ 0

1−
∏

j∈Ck\πk(2:l)

[

FHsum
j,l

(2Rk/θk,l − 1)
]

0 < θk,l < θ
sum

k,l

1 θk,l = θ
sum

k,l .

(68)

where from (67),Hsum
j,l

△

=
∑l

m=1 cm
∣

∣Aj,πk(m)

∣

∣

2
with cm = λπk(m)P k

/

dγj,πk(m) for all m =

1, 2, . . . , l, andθk,l is given by (65). The dominant term of eachFHsum
j,l

is proportional toP
−l

k ,

and thus, the dominant term of1− FΘk,l|Θ
l−1
k

is proportional toP
−l(Lk−l)

k .

For a fixedRk, we lower boundP (k)
o by the outage probabilityPo,Lk×1 of a Lk×1 distributed

MIMO channel in (55). Generalizing the analyses in AppendixII, we upper boundP (k)
o as (see

(62) and (63))

P (k)
o ≤ Emin

l∈K
(P

(k)
o,l (Θk)) = P

(k)
UB (69)

where we use Lemma 1 to write

P
(k)
o,l (θk)

△

= Pr

(

Gl <
Rk

θk,l

)

=

(

2Rk/θk,l − 1
)l

(l!)
(

P k

)l

(

l
∏

j=1

dγd,πk(j)
θ
sum

k,j

λπk(j)

)

+O
(

P
−l−1

k

)

. (70)

The probabilityP (k)
UB is given as (see (62) and (65))

P
(k)
UB =

∫ 1

θk,1=0

∫ θ
sum
k,2

θk,2=0

. . .

∫ θ
sum
k,Lk−1

θk,Lk−1=0

PΘk
(θk)min

l∈K
(P

(k)
o,l (θk,l))dθk. (71)

For any0 < θ∗k,l < θ
∗

k,l, 1 ≤ l < Lk, the integral in (71) over the(Lk − 1)-dimensional hyper-

cube can be written as a sum of2Lk−1 integrals, each spanning(Lk − 1)-dimensions, such that
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there are
(

Lk−1
j

)

integrals for whichj of the (Lk − 1) θk,l parameters range from0 to θ∗k,l,

j = 0, 1, . . . , Lk − 1 while the remaining range fromθ∗k,l to 1. Thus, we upper boundP (k)
UB in

(71) by
∫ θ∗k,1

0

∫ θ
sum
k,2

0

. . .

∫ θ
sum
k,Lk−1

0

PΘk
(θk)P

(k)
o,Lk

(θk)dθk +

∫ 1

θ∗k,1

∫ θ
sum
k,2

0

. . .

∫ θ
sum
k,Lk−1

0

PΘk
(θk)P

(k)
o,1 (θk)dθk

(72)

where the dominant outage terms forθk,1 ≤ θ∗k,1 and θk,1 > θ∗k,1 are bounded byP (k)
o,Lk

(θk) and

P
(k)
o,1 (θk), respectively. Furthermore, using the monotonic properties ofP (k)

o,l , the first term in (72)

is bounded byP (k)
o,Lk

(θ∗k) and the second term is bounded by
(

1− FΘk,1

(

θ∗k,1
))

P
(k)
o,1 (θ

∗
k). From

(68) and (70), using the fact thatP (k)
o,1 (θ

∗
k) has the smallest absolute exponents ofP k, namely1,

and
(

1− FΘk,1

(

θ∗k,1
))

P
(k)
o,1 (θ

∗
k) scales asP

−Lk

k , we boundP (k)
UB as

P
(k)
UB ≤ P

(k)
o,Lk

(θ∗k) +
(

1− FΘk,1

(

θ∗k,1
))

P
(k)
o,1 (θ

∗
k) (73)

≤

(

2Rk − 1
)Lk

(Lk!)
(

P k

)Lk

(

Lk
∏

j=1

dγd,πk(j)

λπk(j)

)

· [Kc +Kd] +O
(

P
−Lk−1

k

)

(74)

where

Kc =

„

2
Rk/θ∗k,Lk−1

«Lk“

QLk
j=1(θ

sum
k,j )

∗
”

(2Rk−1)
Lk

and Kd =

„

2
Rk/θ∗k,1−1

«Lk
(Lk!)

(2Rk−1)
Lk

·
∏Lk

j=2

dγ
πk(j),πk(1)

λπk(j)
. (75)

Combining (74) with the lower bound in (55), we see that the maximum achievable DDF diversity

of a multi-hop TD-UC network isLk.
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Fig. 1. Time-duplexed transmission schemes for the MARC, the MAC-GF, and the MAC.
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Fig. 3. Three user DDF outage probabilityPout vs. P1 (sub-plot 1) and vs.Ptot for η = 0.01 (sub-plot 2).
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2).

October 28, 2018 DRAFT



26

-10 -5 0 5 10 15

10
-4

10
-3

10
-2

10
-1

10
0

Transmit SNR P1 (dB)

O
ut

ag
e 

P
ro

ba
bi

lit
y 

P
ou

t

Sub-plot 1

-10 -5 0 5 10 15

10
-4

10
-3

10
-2

10
-1

10
0

Total (transmit+proc.) SNR Ptot (dB)
O

ut
ag

e 
P

ro
ba

bi
lit

y 
P

ou
t

Sub-plot 2

Coop. 2-hop

Coop. 3-hop
Relay Pr = 0.5P1

Relay Pr = P1

TD-MAC

Coop. 2-hop

Coop. 3-hop
Relay Pr = 0.5P1

Relay Pr = P1

TD-MAC

K = 3
proc. factor η = 0.01
Rate R = .25

K =3
Rate R = .25

Fig. 5. Three user AF outage probabilityPout vs. P1 (sub-plot 1) andPtot for η = 0.01 (sub-plot 2).

-10 -5 0 5 10 15

10
-4

10
-3

10
-2

10
-1

10
0

Total (transmit+proc.) SNR Ptot (dB)

O
ut

ag
e 

P
ro

ba
bi

lit
y 

P
ou

t

Sub-plot 1

-10 -5 0 5 10 15

10
-4

10
-3

10
-2

10
-1

10
0

Total (transmit+proc.) SNR P tot (dB)

O
ut

ag
e 

P
ro

ba
bi

lit
y 

P
ou

t

Sub-plot 2

Coop. 2-hop

Coop. 3-hop
Relay Pr = 0.5P1

Relay Pr = P1

TD-MAC

Coop. 2-hop

Coop. 3-hop
Relay Pr = 0.5P1

Relay Pr = P1

TD-MAC

K = 3
proc. factor η = 1.0
Rate R = .25

K = 3
proc. factor η = 0.5
Rate R = .25

Fig. 6. Three user AF outage probabilityPout vs. Ptot for η = 0.5 (sub-plot 1) andη = 1 (sub-plot 2).

October 28, 2018 DRAFT


	Introduction
	Channel and Network Models
	Network Model
	Relay Cooperative Network
	User Cooperative Network
	Cost Metric: Total Power
	Fading Models

	Geometry-inclusive Outage Analysis
	Dynamic-Decode-and-Forward
	TD-RC
	TD-UC – Two-Hop
	TD-UC – Multi-Hop

	Amplify-and-Forward
	TD-RC and TD-UC – Two-hop
	TD-UC – Multi-hop


	Illustration of Results
	Outage Probability: DDF
	Outage Probability: AF

	Concluding Remarks
	Appendix I: Distribution of Weighted Sum of Exponential Random Variables
	Appendix II: DDF Outage Bounds
	Two-Hop Relay Cooperative Network
	Two-hop User Cooperative Network

	Appendix III: Multi-hop Cooperative Network – DDF Outage Analysis
	References

