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SELLING A LARGE STOCK POSITION: A STOCHASTIC CONTROL

APPROACH WITH STATE CONSTRAINTS∗

M. PEMY†, Q. ZHANG‡ , AND G. YIN§

Abstract. A common practice for stock-selling decision making is often concerned with liquida-

tion of the security in a short duration. This is feasible when a relative smaller number of shares of

a stock is treated. Selling a large position during a short period of time in the market frequently de-

presses the market, resulting in poor filling prices. In this work, liquidation strategies are considered

for selling much smaller number of shares over a longer period of time. By using a fluid model in

which the number of shares are treated as fluid, and the corresponding liquidation is dictated by the

rate of selling over time. Our objective is to maximize the expected overall return. The problem is

formulated as a stochastic control problem with state constraints. Using the method of constrained

viscosity solutions, we characterize the dynamics governing the value function and the associated

boundary conditions. Numerical algorithms are also provided along with an illustrative example for

demonstration purposes.

Keywords: Optimal control, state constraint, selling rule.

1. Introduction. In a financial market, decision making in stock liquidation is

crucial for trading and portfolio management. In his book [9], Øksendal formulated

the optimal selling decision making as an optimal stopping problem and provided a

closed-form solution. By mean of a smooth fit technique, the underlying problem may

be treated as a free boundary value problem, which may be traced back to McKean

[8] in the 1960’s. These results are extended to incorporate possible regime switching

by Guo and Zhang [5] with a two-state Markov chain. In [5], using a smooth-fit

technique, the optimal stopping problem was converted to a set of algebraic equations

under certain smoothness conditions. Closed-form solutions were obtained in these

cases.

Alternatively, one may consider a selling rule determined by two threshold levels,

a target price and a stop-loss limit. A selling decision is made whenever the price

reaches either the target price or the stop-loss limit. The objective is to choose these

threshold levels to maximize an expected return. In [16], the optimal threshold levels

were obtained by solving a set of two-point boundary value problems for a model with

regime switching. If the Markov chain that governs the regime switching has only two
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states, the corresponding two-point boundary value problem has an analytic solution

and the optimal solution can be obtained in a closed form. When the modulating

Markov chain has a large number of states, a two-time-scale approach is suggested by

Zhang, Yin, and Liu [17] for obtaining near-optimal selling strategies. From a differ-

ent angle, Yin, Liu, and Zhang [14], developed a class of recursive algorithms based on

stochastic approximation methods for stock liquidation problems. The idea is to turn

the optimal stopping problem to a parametric stochastic optimization problem by fo-

cusing on threshold-type strategies. Along with convergence and rates of convergence

of the algorithms, simulation examples were presented and the computation results

were compared to the analytic solutions when the Markov chain having two states.

Markov chains have more than two states as well as real data are dealt with. We

point out that the method can be extended to treat the case that the precise model

is not available; see [15] for demonstrations using NASDAQ market data. Recently,

Helmes [6] considered computational issues of the selling rule using a linear program-

ming approach. Pemy and Zhang [11] studied a selling rule in which the liquidation

is constrained to be within a pre-specified time period.

A feature shared by the aforementioned papers is that the selling has to be done

all at once. This is feasible when a relative smaller number of shares of a stock is

considered. Selling a large shares of a stock in a market frequently depresses the

market if it is sold in a short period of time resulting in poor filling prices. Typically,

a strategy for selling stock of large size is to sell much smaller portion of the stock

over a longer period of time. This paper is devoted to the problem of selling a large

block of stock. We treat the selling rule problem using a fluid model in the sense

that the liquidation is dictated by the rate of selling over time. The objective is to

maximize the overall return. The underlying control problem has state constraints.

This makes the problem much more difficult to analyze. Using constrained viscosity

solution techniques (see Soner [13]) we characterize the dynamics governing the value

function and to treat boundary conditions. Instead of treating the stock price alone,

we consider a pair of variables, namely, the stock price as well as the size of the stock

at time t. An easily implementable optimal selling strategy is obtained, which presents

a threshold-like selling rule. Roughly, as demonstrated in the numerical experiments,

the state-dependent “threshold” curve separates the entire region into two parts,

selling region and no selling region. In addition, we consider a finite difference method

for solving the associated Hamilton-Jacobi-Bellman (HJB) equations and demonstrate

its convergence.

The rest of the paper is organized as follows. In the next section, we formulate the

problem as a constrained stochastic control problem and provide needed assumptions.

Section 3 studies properties of the value (reward) function and establishes that it is
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the only viscosity solution to an HJB equation. Also provided are the associated

boundary conditions and optimal selling rate. In Section 4, we consider a finite

difference method for solving the associated HJB equations and derive its convergence.

In Section 5, we present a numerical example demonstrate how to apply the method

to find the optimal selling rule. Section 6 concludes the paper. To preserve the flow

of presentation, proofs of technical results are all relegated to an appendix.

2. Problem Formulation. Given a stock price X(t) that follows the dynamics

dX(t) = X(t)(µdt+ σdW (t)), X(0) = x,(1)

where µ and σ are constants representing the stock return rate and volatility and

W (·) is a standard Brownian motion. Let Y (t) be the number of shares of a stock

sold by time t. We have

dY (t) = u(t)dt, Y (0) = y.(2)

Let S = (0,∞) × [0, N ] be the state space where N < ∞ is the total number of the

stock to be sold. Let u(t) denote the selling rate which is the control variable. Let

Γ = [0, 1] denote the control set.

Definition 2.1. We say that a control u(·) is admissible with respect to the

initial values (x, y) ∈ (0,∞) × [0, N ], if, (i) u(·) is an Ft = σ{X(s) : s ≤ t} adapted;

(ii) u(t) ∈ Γ for all t ≥ 0; (iii) the corresponding state process (X(t), Y (t)) ∈ S for all

t ≥ 0. We use A = A(x, y) to denote the set of all admissible controls.

Let ρ > 0 be the discount rate. We assume ρ > µ, and define

J(x, y, u(·)) = E

∫ ∞

0

e−ρtX(t)u(t)dt.

The problem is to choose the rate of selling u(·) ∈ A so as to maximize J(x, y, u(·)).

The value function is

v(x, y) = sup
u(·)∈A

J(x, y, u(·)).(3)

Formally, the HJB equation is given as follows:

ρv(x, y) = max
u∈Γ

[

µx
∂v(x, y)

∂x
+ u

∂v(x, y)

∂y
+

1

2
σ2x2 ∂

2v(x, y)

∂x2
+ xu

]

, 0 ≤ y ≤ N.(4)

Definition 2.2. v(x, y) is a constrained viscosity solution of (4), if,

(1) v(x, y) is a viscosity supersolution of (4) on (0,∞) × [0, N ], i.e.,

ρv(x0, y0)−max
u∈Γ

[µx0
∂φ(x0, y0)

∂x
+u

∂φ(x0, y0)

∂y
+

1

2
σ2x2

0

∂2φ(x0, y0)

∂x2
+x0u] ≥ 0,

whenever φ(x, y) ∈ C2 such that v(x, y) − φ(x, y) has a local minimum at

(x0, y0) ∈ (0,∞) × [0, N ];
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(2) v(x, y) is a viscosity subsolution of (4) on (0,∞) × (0, N), i.e.,

ρv(x0, y0)−max
u∈Γ

[µx0
∂ψ(x0, y0)

∂x
+u

∂ψ(x0, y0)

∂y
+

1

2
σ2x2

0

∂2ψ(x0, y0)

∂x2
+x0u] ≤ 0,

whenever φ(x, y) ∈ C2 such that v(x, y) − φ(x, y) has a local maximum at

(x0, y0) ∈ (0,∞) × (0, N).

3. Properties of Value Function. This section presents properties of the value

function. We first show that the value function is Lipschitz continuous. Then we show

that the value function is in fact the unique solution of the HJB equation in the sense

of viscosity solution. Next, boundary conditions are provided. Finally, the optimal

selling rules is specified.

3.1. Properties of Value Function.

Lemma 3.1. The following assertions hold.

(a) For each x, v(x, y) is nonincreasing in y.

(b) v(x, y) is Lipschitz continuous in (x, y). More precisely,

|v(x1, y1) − v(x2, y2)| ≤
|x1 − x2|

ρ− µ
+ (x2 + 1)|y1 − y2|,

for (x1, y1) and (x2, y2) in (0,∞) × [0, N ].

Theorem 3.2. The value function v(x, y) is the unique constrained viscosity

solution on (0,∞) × [0, N ].

3.2. Boundary Condition. Let us consider the case v ∈ C2. In this case,

v(x, y) satisfies the HJB equation (4). Take φ(x, y) = v(x, y) + β(y − N) with β >

0. Then, v(x, y) − φ(x, y) reaches minimum at (x0, N). In view of the viscosity

supersolution, this implies

max
u∈Γ

{u
∂φ(x0, N)

∂y
+ xu} = max

u∈Γ
{u(

∂v(x0, N)

∂y
+ β) + xu} ≤ max

u∈Γ
{u
∂v(x0, N)

∂y
+ xu},

which leads to the boundary condition

∂v(x0, N)

∂y
+ x0 ≤ 0.

There is no constraint at y = 0 because u(t) ≥ 0 which makes Y (t) ≥ 0 for all t.

3.3. Optimal Selling Strategy. In view of the standard verification theorem

given in Fleming and Rishel [4] (See Zhou [18] for the corresponding version under

the viscosity solution framework), the optimal selling rate should have the following

form:

u∗(x, y) =







0, if
∂v(x, y)

∂y
+ x < 0,

1, if
∂v(x, y)

∂y
+ x ≥ 0.

(5)
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This optimal selling strategy is simple and easily implemented. It offers much insight

for the trading practice. As shown in (5), the optimal selling strategy is to sell one unit

of stock (the unit here could be 1,000 shares, for example) whenever ∂v(x,y)
∂y + x ≥ 0,

otherwise no sell action will be taken. Intuitively, also as shown in the numerical

example to follow, for a given y, the optimal selling rule should be determined by a

threshold level x∗ so that one sells at full rate if x > x∗ (when the price is attractive)

and sells nothing if x < x∗. Similarly, for a given x, the optimal selling rule should

be: There exists a y∗ such that one sells at full rate if y < y∗ (when more shares yet

to be sold) and sells nothing when y > y∗. The simplicity of the selling rule should

be particularly welcomed by the practitioners in financial market.

4. A Numerical Scheme and Its Convergence. In this section, we consider

an explicit finite difference scheme and show that it converges to the unique viscosity

solution of equation (4). Given a positive integerM , we consider the following optimal

control problem with value function vM

vM (x, y) = sup
u∈A(x,y)

E

∫ ∞

0

e−ρt min(X(t),M)u(t)dt.

The corresponding HJB equation is given by

ρvM (x, y) = maxu∈Γ

[

(µx)
∂vM (x, y)

∂x
+ u

∂vM (x, y)

∂y
+

1

2
σ2x2 ∂

2vM (x, y)

∂x2

+ min(x,M)u

]

, 0 ≤ y ≤ N.
(6)

The corresponding Hamiltonian is

HM (x, y, v,Dxv,Dyv,D
2
xv) = max

u∈Γ
[µxDxv(x, y) + uDyv(x, y)

+
1

2
σ2x2Dxxv(x, y) + min(x,M)u] − ρv(x, y).

(7)

As in the previous section, we can show that the value function vM is the unique

constrained viscosity solution of the equation

HM (x, y, v,Dxv,Dyv,D
2
xv) = 0, for (x, y) ∈ S.(8)

Moreover, vM → v as M → ∞, for all (x, y). Thus, we need only find the numerical

solution for vM . We introduce the following change of variable. For each x > 0, define

z = log x and we set v(x, y) = w(log x, y). Then

∂v

∂x
=
∂w

∂z

1

ez
, and

∂2v

∂x2
=
∂2w

∂z2

1

e2z
−

1

e2z

∂w

∂z
,

∂v

∂y
=
∂w

∂y
.
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Therefore, the Hamiltonian defined in equation (7) becomes

HM (z, y, v,Dzw,Dyw,D
2
zw) = max

u∈Γ

[

(µ−
1

2
σ2)Dzw(z, y) + uDyw(z, y)

+
1

2
σ2Dzzw(x, y) + min(ez,M)u

]

− ρw(z, y).
(9)

We will approximate the solution of the equation

max
u∈Γ

[

(µ−
1

2
σ2)

∂w(z, y)

∂z
+ u

∂w(z, y)

∂y
+

1

2
σ2 ∂

2w(z, y)

∂z2
+ min(ez,M)u

]

−ρw(z, y) = 0,

(10)

for (z, y) ∈ R × [0, N ]. It can be shown that equation (10) has a unique viscosity

solution denoted by wM . Let B(R× [0, N ]) be the space of bounded functions u(z, y)

defined on R × [0, N ] and continuous in (z, y). Let h with 0 < h < 1 be the stepsize

for variable z and k with 0 < k < 1 be the stepsize for y. We consider the finite

difference operators ∆z , ∆y and ∆2
z defined by

∆xw(z, y) =
w(z + h, y) − v(z, y)

h
,

∆yw(z, y) =
w(z, y + k) − w(z, y)

k
,

and

∆2
zw(z, y) =

w(z + h, y) + w(z − h, y) − 2w(z, y)

h2
.

The corresponding discrete version of equation (10) is given by

ρw(z, y) = max
u∈Γ

[

(µ−
1

2
σ2)

w(z + h, y) − w(z, y)

h
+ u

w(z, y + k) − w(z, y)

k

+
1

2
σ2w(z + h, y) + w(z − h, y) − 2w(z, y)

h2
+ min(ez ,M)u

]

.
(11)

Rearranging terms, we obtain

maxu∈Γ

[
1

ρ+ (µ− σ2

2 ) 1
h + σ2

h2 + u
k

(

w(z, y + k)
u

k
+ w(z + h, y)((µ−

σ2

2
)
1

h
+

σ2

2h2
)

+w(z − h, y)
σ2

2h2
+ min(ez,M)u

)]

− w(z, y) = 0.

(12)

Theorem 4.1. Let wM
k,h denote the solution to (12). Then, as (h, k) → 0, the

sequence wM
k,h converges locally uniformly on R× [0, N ] to the unique viscosity solution

wM of (10).

Remark 4.2. Using a change of variable argument, vM (x, y) = wM (log x, y) for

(x, y) ∈ (0,+∞)× [0, N ] and that (vM )M converges to v, the unique viscosity solution

of (4). Finally,

lim
M→∞

lim
h→0,k→0

wM
h,k(log x, y) = v(x, y) for (x, y) ∈ (0,+∞) × [0, N ].
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5. Numerical Demonstration. In this section we provide some numerical ex-

periments to demonstrate the approximation of the value function and the optimal

control policy for a stock X(t). The data are specified as follows: The return rate

µ = 0.09, volatility rate σ = 0.2, and the discount rate ρ = 0.1. As shown in Section

3, the optimal selling strategy is given by (5). Our numerical experiments confirm

such a finding. The value function and the optimal strategy are plotted in Figure 1.
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Fig. 1. Value function v(x, y) and graph of the map vy + x that defines the optimal control policy

To gain further insight, we plot the different values of x and y and trace out the

curve ∂v(x, y)/∂y+x in Figure 2. This curve separates the entire region into two parts,

namely no sell region and sell region determined by (5). Note that in this paper, we

formulated the problem as an optimal control problem with state constraints. It could

also be formulated as an optimal stopping problem. Then naturally, one would expect

to get a “free boundary.” The curve ∂v(x, y)/∂y+x presents just this “free boundary.”
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The threshold-type policy makes the optimal strategy appealing for market practice

owing to its simple structure.
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Fig. 2. graph of vy + x = 0.

In addition, we plotted the curves of ∂v(x, y)/∂y+x = 0 in Figure 3 with ρ = 0.2,

σ = 0.38, and µ varying and taking values 0.3, 0.4, 0.5, and 0.6. This suggests the

monotonicity of u∗(x, y) with respect to µ, i.e., the larger the µ the smaller the u∗(x, y)

representing less selling pressure with a larger return rate.

Similarly, in Figure 4, we plot the curves of ∂v(x, y)/∂y + x = 0 with µ = 0.1,

σ = 0.4, and ρ =0.1, 0.2, 0.3, 0.4. The corresponding u∗(x, y) is monotone increasing

with respect to ρ. Namely, a larger ρ results in deeper discount in the future and

encourages more selling.
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Fig. 3. Graph of vy + x = 0, with σ = 0.38, ρ = 0.2.
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Fig. 4. Graph of vy + x = 0, with σ = 0.4, µ = 0.1.

6. Conclusion. In this paper, we considered a selling strategy of a large block

of stock under the framework of a fluid model and derived the optimal selling rate

and a finite difference method for solving the associated HJB equation. It will be

interesting to extend these results to incorporate taxes and transaction fees; see, for

example, Cadenillas and Pliska [1] Constantinides [2], and Dammon and Spatt [3], for

such a formulation and related references. Further thoughts and investigations are

needed in this direction.

Appendix A. Appendix: Proofs of Results.

Proof of Lemma 3.1. To verify (a), note that for 0 ≤ y1 ≤ y2 ≤ N , A(x, y2) ⊂

A(x, y1). Given u(·) ∈ A(x, y2), then u(·) ∈ A(x, y1), and

v(x, y1) ≥ J(x, y1, u(·)) = J(x, y2, u(·)).

This implies v(x, y1) ≥ v(x, y2) because u(·) is arbitrary. Now we proceed to prove

(b). Note that

X(t) = x exp

((

µ−
σ2

2

)

t+W (t)

)

.

Note also that for any x1 > 0 and x2 > 0, A(x1, y) = A(x2, y), for 0 ≤ y ≤ N . In

addition, using Ito’s rule, we can show EX(t) = xeµt. Given x1 > 0 and x2 > 0, for
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each u(·) ∈ A(x1, y) = A(x2, y), we have

|J(x1, y, u(·)) − J(x2, y, u(·))|

= |x1 − x2|E

∫ ∞

0

e−ρt exp

((

µ−
σ2

2

)

t+W (t)

)

u(t)dt

≤ |x1 − x2|E

∫ ∞

0

e−ρt exp

((

µ−
σ2

2

)

t+W (t)

)

dt

= |x1 − x2|

∫ ∞

0

e−(ρ−µ)tdt

=
|x1 − x2|

ρ− µ
.

Since u(·) is arbitrary, we have

|v(x1, y) − v(x2, y)| ≤ sup
u(·)∈A(x1,y)

|J(x1, y, u(·)) − J(x2, y, u(·))| ≤
|x1 − x2|

ρ− µ
.

It remains to show that v(x, y) is Lipschitz in y. In view of (a), it suffices to show

that for 0 ≤ y1 < y2 ≤ N ,

v(x, y2) ≥ v(x, y1) − (x+ 2)|y1 − y2|.

Let u0(·) ∈ A(x, y1) such that y1 +
∫ ∞

0
u0(s)ds = N and

v(x, y1) ≤ J(x, y1, u0(·)) + |y1 − y2|.

Let τ = inf{t > 0 :
∫ t

0
u0(s)ds = y2 − y1}. Define

ũ(t) =

{

0 if 0 ≤ t < τ,

u0(t) if t ≥ τ.

Then, ũ(·) ∈ A(x, y2). Moreover,

|J(x, y1, u0(·)) − J(x, y2, ũ(·))| ≤ E

∫ ∞

0

e−ρtX(t)|u0(t) − ũ(t)|dt

= E

∫ τ

0

e−ρtX(t)u0(t)dt.

We next verify

E

∫ τ

0

e−ρtX(t)u0(t)dt ≤ (x + 1)|y1 − y2|.

In fact, using integration by parts, we have

E

∫ τ

0

e−ρtX(t)u0(t)dt

= E

[

e−ρτX(τ)

∫ τ

0

u0(s)ds

]

+ (ρ− µ)E

∫ τ

0

e−ρt

(∫ τ

0

u0(s)ds

)

X(t)dt.

Recall that ρ > µ. It follows that

E

[

e−ρτX(τ)

∫ τ

0

u0(s)ds

]

≤ (y2 − y1)E
[
e−ρτX(τ)

]
≤ x|y1 − y2|.
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Similarly, we have

E

∫ τ

0

e−ρt

(∫ τ

0

u0(s)ds

)

X(t)dt ≤ (y2 − y1)E

∫ τ

0

e−ρtX(t)dt

≤ (y2 − y1)E

∫ ∞

0

e−ρtX(t)dt

=
|y1 − y2|

ρ− µ
.

Therefore,

|J(x, y1, u0(·)) − J(x, y2, ũ(·))| ≤ (x + 1)|y1 − y2|.

It follows that

v(x, y2) ≥ J(x, y2, ũ(·))

≥ J(x, y1, u0(·)) − (x+ 1)|y1 − y2|

≥ v(x, y1) − (x+ 2)|y1 − y2|.

This completes the proof. ⊔⊓

Proof of Theorem 3.2. For any stopping time τ , the dynamic programming

principe implies that

v(x, y) = max
u(·)∈A

E

{∫ τ

0

e−ρtX(t)u(t)dt+ e−ρτv(X(τ), Y (τ))

}

.(13)

Given (X(0), Y (0)) = (x0, y0) ∈ (0,∞)× [0, N ], let φ(x, y) ∈ C2((0,∞)× [0, N ]), such

that v(x, y) − φ(x, y) has a local minimum in a neighborhood N(x0, y0) of (x0, y0).

Without loss of generality we can assume that v(x0, y0) − φ(x0, y0) = 0. Let τ0 be

a stopping time such that for 0 ≤ t ≤ τ0, (X(t), Y (t)) ∈ N(x0, y0). Consider the

control u(t) = u ∈ Γ, for t ∈ [0, τ0], where u is a constant such that u(·) ∈ A(x0, y0).

Moreover, for t ∈ [0, τ0], v(X(t), Y (t)) − φ(X(t), Y (t)) ≥ 0. Given θ > 0, using (13),

we have

v(x0, y0) ≥ E

∫ θ∧τ0

0

e−ρsX(s)u(s)ds+ Ee−ρ(θ∧τ0)v(X(θ ∧ τ0), Y (θ ∧ τ0)).(14)

Using Dynkin’s formula, we have

Ee−ρ(θ∧τ0)φ(X(θ ∧ τ0), Y (θ ∧ τ0)) − φ(x0, y0)

= E

∫ θ∧τ0

0

e−ρs

{

µX(s)
∂φ(X(s), Y (s))

∂x
+ u(s)

∂φ(X(s), Y (s))

∂y

+
1

2
σ2X2(s)

∂2φ(X(s), Y (s))

∂x2
− ρφ(X(s), Y (s))

}

ds.

It follows that

Ee−ρ(θ∧τ0)v(X(θ ∧ τ0), Y (θ ∧ τ0)) − v(x0, y0)

≥ E

∫ θ∧τ0

0

e−ρs

{

µX(s)
∂φ(X(s), Y (s))

∂x
+ u(s)

∂φ(X(s), Y (s))

∂y

+
1

2
σ2X2(s)

∂2φ(X(s), Y (s))

∂x2
− ρv(X(s), Y (s))

}

ds.

(15)
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Combining (14) and (15), we obtain

0 ≥ E

∫ θ∧τ0

0

e−ρs

{

µX(s)
∂φ(X(s), Y (s))

∂x
+ u(s)

∂φ(X(s), Y (s))

∂y

+
1

2
σ2X2(s)

∂2φ(X(s), Y (s))

∂x2
+ u(s)X(s) − ρv(X(s), Y (s))

}

ds.

(16)

Letting θ → 0 allows us to conclude that

maxu∈Γ

[

µx0
∂φ(x0,y0)

∂x + u∂φ(x0,y0)
∂y + 1

2σ
2x2

0
∂2φ(x0,y0)

∂x2 + ux0

]

−ρv(x0, y0) ≤ 0.

(17)

Thus, v is a viscosity supersolution. Next, we show that v is viscosity subsolution on

(0,∞) × (0, N). For suppose not, v is not a viscosity subsolution. Then there exists

(x0, y0) ∈ (0,∞) × (0, N) and δ > 0 such that for all control u(·) ∈ A,

µx
∂ψ(x, y)

∂x
+ u

∂ψ(x, y)

∂y
+

1

2
σ2x2 ∂

2ψ(x, y)

∂x2
+ ux− ρv(x, y) ≤ −δ(18)

in the neighborhoodN(x0, y0), where ψ(x, y) ∈ C2((0,∞)×(0, N)), such that v(x, y)−

ψ(x, y) attains its maximum at (x0, y0) inN(x0, y0). Without loss of generality we can

assume that v(x0, y0)− ψ(x0, y0) = 0. Let u(·) ∈ A(x0, y0). Let τ be a stopping time

such that for 0 ≤ s ≤ τ , (X(s), Y (s)) ∈ N(x0, y0), v(X(s), Y (s))−ψ(X(s), Y (s)) ≤ 0.

We have

J(x0, y0, u(·)) ≤ E

∫ τ

0

e−ρsX(s)u(s)ds+ Ee−ρτv(X(τ), Y (τ))

≤E

∫ τ

0

e−ρsX(s)u(s)ds+ Ee−ρτψ(X(τ), Y (τ)).(19)

Using (18), we have

J(x0, y0, u(·)) ≤ E

∫ τ

0

e−ρs

(

− δ + ρv(X(s), Y (s)) − µX(s)
∂ψ(X(s), Y (s))

∂x

−u
∂ψ(X(s), Y (s))

∂y
−

1

2
σ2X(s)2

∂2ψ(X(s), Y (s))

∂x2

)

ds

+Ee−ρτψ(X(τ), Y (τ))

≤ E

∫ τ

0

e−ρs

(

− δ + ρψ(X(s), Y (s)) − µX(s)
∂ψ(X(s), Y (s))

∂x

−u
∂ψ(X(s), Y (s))

∂y
−

1

2
σ2X2(s)

∂2ψ(X(s), Y (s))

∂x2

)

ds

+Ee−ρτψ(X(τ), Y (τ))

≤ −E

∫ τ

0

e−ρsδds+ ψ(x0, y0)

= −E

∫ τ

0

e−ρsδds+ v(x0, y0).(20)
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Taking the supremum over all admissible control u ∈ A we have

v(x0, y0) ≤ −E

∫ τ

0

e−ρsδds+ v(x0, y0).(21)

This contradicts to δ > 0. Therefore v(x, y) is a viscosity subsolution. Finally, the

uniqueness can be obtained using the ideas of Soner [13] and Ishii [7]. ⊔⊓

Convergence of the Finite Difference Method. Define a mapping SM :

(0, 1) × (0, 1) × R × [0, N ] × R ×B(R × [0, N ]) → R

SM (k, h, z, y, t, w) = max
u∈Γ

[

h(ρ+ (µ−
σ2

2
)
1

h
+
σ2

h2
+
u

k
)t

−h

(

w(z, y + k)
u

k
+ w(z + h, y)((µ−

σ2

2
)
1

h
+

σ2

2h2
)

+w(z − h, y)
σ2

2h2
+ min(ez,M)u

)]

.

(22)

Then, (11) is equivalent to SM (k, h, z, y, w(z, y), w) = 0. Moreover, note that the

coefficient of w in SM is negative. This implies that SM is monotone, i.e., for all

t ∈ R, k, h ∈ (0, 1), z ∈ R, y ∈ [0, N ], and w1, w2 ∈ B(R × [0, N ])

SM (k, h, z, y, t, w1) ≤ SM (k, h, z, y, t, w2) whenever w2 ≤ w1.

Definition A.1. The scheme SM is said to be consistent if, for every z ∈ R,

y ∈ [0, N ], and for every test function η(·, ·) ∈ C1,2(R × [0, N ]),

lim
ξ→z, ζ→y k↓0, ε→0, h↓0

SM (k, h, ξ, ζ, η(ξ, ζ) + ε, η + ε)

h
= HM (z, y, η,Dzη,Dyη,D

2
zη).

Lemma A.2. The scheme SM is consistent.

Proof. Let η(·, ·) ∈ C1,2(×R × [0, N ]). We write

SM (k, h, ξ, ζ, η(ξ, ζ), η)

h
= max

u∈Γ

[

(ρ+ (µ−
σ2

2
)
1

h
+
σ2

h2
+
u

k
)η(ξ, ζ)

−

(

η(ξ, ζ + k)
u

k
+ η(ξ + h, ζ)((µ−

σ2

2
)
1

h

+
σ2

2h2
) + η(ξ − h, ζ)

σ2

2h2
+ min(eξ,M)u

)]

.

Sending ξ → z, ζ → y, k → 0, ε→ 0, and h→ 0, we can show that

SM (k, h, ξ, ζ, η(ξ, ζ) + ε, η + ε)

h
→ HM (z, y, η,Dzη,Dyη,D

2
zη).

This completes the proof. ⊔⊓

Note that the equation SM (k, h, z, y, w(z, y), v) = 0 is equivalent to the equation

w(z, y) = max
u∈Γ

[
1

ρ+ (µ− σ2

2 ) 1
h + σ2

h2 + u
k

(

w(z, y + k)
u

k

+w(z + h, y)((µ−
σ2

2
)
1

h
+

σ2

2h2
) + w(z − h, y)

σ2

2h2

+ min(ez,M)u

)]

.

(23)
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We define an operator Th,k on B(R × [0, N ]) as follows,

Th,kw(z, y) = max
u∈Γ

[
1

ρ+ (µ− σ2

2 ) 1
h + σ2

h2 + u
k

(

w(z, y + k)
u

k

+w(z + h, y)((µ−
σ2

2
)
1

h
+

σ2

2h2
) + w(z − h, y)

σ2

2h2

+ min(ez,M)u

)]

.

Lemma A.3. For each k and h, Tk,h is a contraction map.

Proof. To prove Tk,h is a contraction, we need to show that there exists 0 < β < 1

such that

‖Tk,hf − Tk,hg‖ ≤ β‖f − g‖ for all f, g ∈ B(R × [0, N ]),

where ‖ · ‖ is the sup norm. Let us define ch,k by

ch,k(u) = ρ+ (µ−
σ2

2
)
1

h
+
σ2

h2
+
u

k
.

Note that

Tk,hφ(z, y) − Tk,hψ(z, y)

= max
u∈Γ

[
1

ch,k(u)

(

φ(z, y + k)
u

k
+ φ(z + h, y)((µ−

σ2

2
)
1

h
+

σ2

2h2
)

+φ(z − h, y)
σ2

2h2
+ min(ez ,M)u

)]

−max
u∈Γ

[
1

ch,k(u)

(

ψ(z, y + k)
u

k
+ ψ(z + h, y)((µ−

σ2

2
)
1

h
+

σ2

2h2
)

+ψ(z − h, y)
σ2

2h2
+ min(ez,M)u

)]

.

This implies that for all z, y,
∣
∣
∣
∣
Tk,hφ(z, y) − Tk,hψ(z, y)

∣
∣
∣
∣

≤ max
u∈Γ

[ u
k + (µ− σ2

2 ) 1
h + σ2

h2

ch,k(u)

]

‖φ− ψ‖

In addition, note that

u
k + (µ− σ2

2 ) 1
h + σ2

h2

ch,k(u)
=

u
k + (µ− σ2

2 ) 1
h + σ2

h2

ρ+ (µ− σ2

2 ) 1
h + σ2

h2 + u
k

< 1.

Since u takes values in [0, 1],

max
u∈Γ

u
k + (µ− σ2

2 ) 1
h + σ2

h2

ch,k(u)
< 1.

Therefore,

‖Tk,hφ− Tk,hψ‖ < βh,k‖φ− ψ‖,
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with

β = βh,k = max
u∈Γ

u
k + (µ− σ2

2 ) 1
h + σ2

h2

ch,k(u)
= max

u∈Γ

ch,k(u) − ρ

ch,k(u)
< 1.

⊔⊓

Definition A.4. The scheme SM is said to be stable if for every h, k ∈ (0, 1),

there exists a bounded solution wh,k ∈ B(R × [0, N ]) to the equation

SM (k, h, z, y, w(z, y), w) = 0,(24)

with the bound independent of k, and h.

Remark A.5. By the Banach fixed point theorem, the strict contraction Thk has

a unique fixed point that we denote by wM
h,k. Given any function w0 ∈ B(R× [0, N ]),

we construct a sequence as follows, wn+1 = Thkwn for n ≥ 0. It is clear that

lim
n→∞

wn = wM
h,k.

Moreover, note that

wn+1(z, y) = max
u∈Γ

[
1

ch,k(u)

(

wn(z, y + k)
u

k

+wn(z + h, y)((µ−
σ2

2
)
1

h
+

σ2

2h2
)

+wn(z − h, y)
σ2

2h2
+ min(ez ,M)u

)]

≤ βh,k‖wn‖ +
1

ch,k(1)
M.

(25)

In addition, we have

βh,k = max
u∈Γ

ch,k(u) − ρ

ch,k(u)
≤ max

u∈Γ

ch,k(u) − ρ

ch,k(u)
=
ch,k(1) − ρ

ch,k(1)
< 1,

because ch,k(u) is an affine function of u and Γ = [0, 1]. This implies that

‖wn+1‖ ≤
ch,k(1) − ρ

ch,k(1)
‖wn‖ +

1

ch,k(1)
M.(26)

From (26), we deduce that

‖wn+1‖ ≤

(
ch,k(1) − ρ

ch,k(1)

)n+1

‖w0‖ +
M

ch,k(1)

n∑

i=0

(
ch,k(1) − ρ

ch,k(1)

)i

.

Taking the limit as n→ ∞, we obtain

‖wM
h,k‖ ≤

M

ch,k(1)

1

1 − ch,k(1)−ρ
ch,k(1)

=
M

ρ
.

This implies the stability of the scheme SM .
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Proof of Theorem 4.1. Define

w∗
M (x, y) = lim sup

ξ→x,ζ→y,k↓0,h↓0
wM

k,h(ξ, ζ) and

w∗M (x, y) = lim inf
ξ→x,ζ→y,k↓0,h↓0

wM
k,h(ξ, ζ).

(27)

We claim that w∗
M and w∗M are sub- and supersolutions of (10), respectively.

Since the argument for that of w∗M is similar, to prove this claim, we only consider

w∗
M . We want to show:

HM (x0, y0, w
∗
M (x0, y0),DxΦ(x0, y0),DyΦ(x0, y0),D

2
xΦ(x0, y0)) ≤ 0,

for any test function Φ ∈ C1,2(R×[0, N ]) such that (x0, y0) is a strictly local maximum

of w∗
M (x, y) − Φ(x, y). Without loss of generality, we may assume that w∗

M (x0, y0) =

Φ(x0, y0) and because of the stability of our scheme we can also assume that Φ ≥

2 supk,h ‖wM
k,h‖ outside of the ball B((x0, y0), r) where r > 0 is such that

w∗
M (x, y) − Φ(t, x) ≤ 0 = w∗

M (x0, y0) − Φ(t0, x0) in B((x0, y0), r).

This implies that there exist sequences kn > 0, hn > 0, and (ξn, ζn) ∈ R× [0, N ] such

that as n→ ∞, we have

kn → 0, hn → 0, ξn → x0, ζn → y0, w
M
kn,hn

(ξn, ζn, ) → w∗
M (x0, y0),

and (ξn, ζn) is a global maximum wM
kn,hn

− Φ.
(28)

Denote εn = wM
kn,hn

(ξn, ζn) − Φ(ξn, ζn). Clearly εn → 0 and

wM
kn,hn

(x, y) ≤ Φ(x, y) + εn for all (x, y) ∈ R × [0, N ].(29)

We know that

SM (kn, hn, ξn, ζn, w
M
kn,hn

(ξn, ζn), wM
kn,hn

) = 0.

The monotonicity of SM and (29) imply

SM (kn, hn, ξn, ζn,Φ(ξn, ζn) + εn,Φ + εn)

≤ SM (kn, hn, ξn, ζn, w
M
kn,hn

(ξn, ζn), wN
kn,hn

) = 0.
(30)

Therefore,

lim
n

SM (kn, hn, ξn, ζn,Φ(ξn, ζn) + εn,Φ + εn)

hn
≤ 0,

so

HM (x0, y0, w
∗
M (x0, y0),DxΦ(x0, y0),DyΦ(x0, y0),D

2
xΦ(x0, y0))

= lim
ξ→x0, ζn→y0,kn↓0,ε↓0,h↓0

SM (kn, hn, ξn, ζn,Φ(ξn, ζn) + εn,Φ + εn)

hn
≤ 0.

(31)
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This proves that w∗
M is a viscosity subsolution and, similarly we can prove that w∗M is

a viscosity supersolution. Thus, using the uniqueness of the viscosity solution, we see

that wM = w∗
M = w∗M . Therefore, we conclude that the sequence (wM

h,k)h,k converges

locally uniformly to wM as desired. ⊔⊓
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