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Summary
Background: EHR systems have high potential to improve healthcare delivery and management. 
Although structured EHR data generates information in machine-readable formats, their use for 
decision support still poses technical challenges for researchers due to the need to preprocess and 
convert data into a matrix format. During our research, we observed that clinical informatics litera-
ture does not provide guidance for researchers on how to build this matrix while avoiding potential 
pitfalls.
Objectives: This article aims to provide researchers a roadmap of the main technical challenges of 
preprocessing structured EHR data and possible strategies to overcome them.
Methods: Along standard data processing stages – extracting database entries, defining features, 
processing data, assessing feature values and integrating data elements, within an EDPAI frame-
work –, we identified the main challenges faced by researchers and reflect on how to address those 
challenges based on lessons learned from our research experience and on best practices from re-
lated literature. We highlight the main potential sources of error, present strategies to approach 
those challenges and discuss implications of these strategies. 
Results: Following the EDPAI framework, researchers face five key challenges: (1) gathering and in-
tegrating data, (2) identifying and handling different feature types, (3) combining features to 
handle redundancy and granularity, (4) addressing data missingness, and (5) handling multiple fea-
ture values. Strategies to address these challenges include: cross-checking identifiers for robust 
data retrieval and integration; applying clinical knowledge in identifying feature types, in address-
ing redundancy and granularity, and in accommodating multiple feature values; and investigating 
missing patterns adequately.
Conclusions: This article contributes to literature by providing a roadmap to inform structured EHR 
data preprocessing. It may advise researchers on potential pitfalls and implications of methodologi-
cal decisions in handling structured data, so as to avoid biases and help realize the benefits of the 
secondary use of EHR data.
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1. Background
Electronic health records (EHR) have been recognized as a driver for healthcare modernization and 
widely implemented in multiple settings, producing numerous clinical data repositories with great 
potential for improving health care delivery and management, and the patient experience [1–3]. 
Predictive modeling, data mining and clinical decision support represent a central application of the 
secondary use of EHR data [4], providing proactive insights beyond the scope of human reasoning 
[2], both from clinical [5] and managerial (e.g. length of stay prediction [6, 7]) perspectives. Despite 
the potential value of reusing EHR data, there is limited evidence of its impact to date [8], partly due 
to social and technical barriers [9]. On the one hand, social barriers are mainly related to ethical and 
regulatory concerns [10], which highly influence the access to data. On the other hand, technical ob-
stacles refer to the retrieval and manipulation of data for the purpose of building decision support 
tools. While social barriers have received attention from the research community, detailed technical 
issues remain largely unaddressed. This may be partly explained by significant difficulties in tack-
ling the hurdles associated with the unique nature of health data. These hurdles demand increasing 
awareness about their specificities and require proper handling so as to avoid arbitrary methodo-
logical decisions [11].

In practical terms, many technical challenges arise due to the need to represent data in a matrix 
format (i.e. “flattened table” [12]), where instances (or data points) are expressed according to a set 
of features that characterize instances in given context [13], as required for predictive modeling. In 
this article the term feature is used to designate a (potentially relevant) characteristic of each in-
stance (e.g. a patient episode) in the dataset, and for simplicity purposes features should be regarded 
as variables typically used in clinical studies, and thus the terms are used interchangeably. Since raw 
structured EHR data are not natively stored in such format, but rather as database entries based on 
controlled formats [14], it is necessary to perform multiple retrieval, preprocessing and integration 
tasks which entail complex methodological options. In order to produce a data matrix format, it is 
necessary to define what each instance represents and also construct a feature set (defining the lines 
and columns of the matrix, respectively). While an instance represents a data point, defining a fea-
ture set is a complex process which must account for availability, specificity and scope of EHR data, 
requiring features to be meaningful and measurable for all instances. In clinical settings, construct-
ing a feature set and determining feature values entail a set of challenges that constitute the subject 
of this article.

The main motivation for this article arose when preparing to carry out these preprocessing tasks 
in a database of structured EHR data, for which we only found literature with brief general guide-
lines on preparing and transforming data into a matrix format [15]; and when attempting to build 
the data matrix from raw data, we realized that we could be leaving core methodological steps 
omitted or implicit, as well as making arbitrary assumptions and incurring in potential biases and 
errors. As such, the aim of this article is to contribute to the clinical informatics literature by provid-
ing specific guidelines mapped to the main EHR data elements (e.g. diagnoses, procedures and 
medication, amongst other), providing a roadmap to inform these preprocessing tasks and the 
transformation of data into a matrix format.

Accordingly, combining our research experience and lessons learned with best practices reported 
in the literature, this article analyzes the steps, methodological decisions and challenges of handling 
structured EHR data for predictive modeling, which is herein regarded as a specific application of 
data mining (which in turn is mostly inspired in machine learning and statistics techniques) consist-
ing in any task of developing models to capture relationships between clinical data and dependent 
variables and to be able to predict the value of dependent variables from the values of independent 
variables [16]. It also presents possible strategies to tackle them, so as to support data analysts and 
researchers upon reusing clinical data. The approaches and methods used to structure clinical data 
in these systems (i.e., how EHR user interfaces are built to allow users to perform structured data 
entry) are beyond the scope of this article, since these are typically addressed upstream in the design 
and implementation of these systems in real-world settings, upon defining user and system require-
ments. Nevertheless, data preprocessing shall not be dissociated from the techniques used to struc-
ture clinical data, and we aimed to capture this relationship by explicitly considering the format of 
database records resulting from standard data recording mechanisms in preprocessing EHR data. 
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We also address this relationship in this article by discussing key issues that may impact EHR system 
designers, implementers and users, whose actions directly impact the structure and content of rou-
tinely collected data.

The contents of this article are: section 2 structures the problem at hands and presents a data pre-
processing framework to transform EHR data into a data matrix format; section 3 presents the main 
challenges of using structured EHR data along with strategies to overcome them; section 4 reflects 
on the data preprocessing framework and compiled challenges, and draws key conclusions.

2. Using structured EHR data for predictive modeling and
decision support

2.1 EHR data formats and frameworks

The heterogeneity in data produced across different EHR systems stems from the existence of a wide 
range of native EHR data formats, which constitute the starting point for a predictive modeling ap-
proach based on EHR data. These native formats are expected to comply with certain specifications 
and share some features, and there have been efforts towards data uniformization: ISO 20514 de-
fines EHR systems as a collection of digital records of patient data [17], ISO 13808 specifies the 
requirements for EHR systems being “faithful to the needs of healthcare delivery” [18], ISO 21090 
define the data types and semantics for representing healthcare concepts [19], and ISO 13606 spec-
ifies architecture so as to ensure interoperability [20, 21], for which HL7 has also been a major pillar 
[22]. In spite of these efforts towards uniformization, there is still significant variability in structure, 
contents and scope in which these data are stored, which is tightly related to the differences amongst 
commercial EHR developers and vendors. Besides the ISO regulations, reference models such as the 
OpenEHR standard have been developed to serve as a groundwork for developing the building 
blocks of EHR systems [23].

In addition to this difficulty, it is also necessary to account for the fact that the technology used to 
implement databases of EHR systems also varies: while relational databases are the most frequent 
methodology [24], alternative technologies have been developed [25] (namely NoSQL [26] and 
XML databases [27, 28]) as an attempt to accommodate the specificities of health data.

Yet, the characteristics of raw EHR data produced at each provider site highly differ, which may 
critically hamper the generalization of a data preprocessing framework. Such disparity in health data 
produced at different sites has been acknowledged, and several initiatives have been put forward 
with the purpose of enabling systematic reuse of EHR data. For instance, the i2b2 project has aimed 
to provide a “hive” of building blocks composed by software packages [29] with tools to integrate 
EHR and genomics data [30]. Similarly, the SHARPn project aims to overcome interoperability and 
standardization barriers with open-source packages for data migration, structuring and normaliz-
ation [31, 32]. The EHR4CR project aimed to standardize data collection to promote interoperabil-
ity and communication for clinical research [33, 34]. Locally-developed data warehouses, such as 
the one at Vanderbilt University [35], have also appeared. Other relevant initiatives include caGRID 
[36] and OpenFurther [37]. Overall, these frameworks aim to render EHR data available in stan-
dardized formats that enable large scale analysis and integration of data from different sources. 
However, the use of these frameworks is often precluded by data quality issues and by difficulties in 
interlinking information models of EHR system and secondary use frameworks. In this and other 
contexts, reuse of EHR data is only possible by extracting raw EHR data into plain files and then 
preprocessing these into a format suitable for analysis. It is such preprocessing, specifically, that 
requires researchers to possess the necessary domain knowledge, employ careful consideration in 
data manipulation choices, and be aware of the implications of these choices in the analysis.

In such contexts, raw EHR data are extracted from databases and stored into plain text files (e.g. 
comma-separated values). Since researchers are usually not allowed to directly query EHR databases 
(to safeguard database performance and protection of commercial data models from vendors), data 
extraction is usually performed by a technical expert and overseen by review and ethical boards, 
providing researchers with plain and anonymized EHR data files. These files are not cleaned and 

State of the Art / Best Practice Paper

JC Ferrão  et al.: Preprocessing structured clinical data for predictive modeling and deci-
sion support

T
hi

s 
do

cu
m

en
t w

as
 d

ow
nl

oa
de

d 
fo

r 
pe

rs
on

al
 u

se
 o

nl
y.

 U
na

ut
ho

riz
ed

 d
is

tr
ib

ut
io

n 
is

 s
tr

ic
tly

 p
ro

hi
bi

te
d.



1139

© Schattauer 2016

contain structured field values both user-introduced and originating from automated (such as lab-
oratory) systems, by using controlled formats or storing (numerical) results directly in structured 
fields, respectively. Structure-wise, these files are composed of tuples that are closely linked with the 
mechanisms for recording (structured) information into the EHR system – pick lists (catalogs), 
checkboxes, dropdowns buttons and numerical fields – which we describe later on (▶ Table 1).
These tuples typically contain the instance identifier, the field label, field value, date/time stamp and 
possibly additional relevant information such as units of measurement. Having all EHR data stored 
in such tuple-based files, researchers then employ data preprocessing operations to render data us-
able for predictive analysis. The challenges arising in these data preprocessing tasks are the focus of 
this article, for which we aim to provide a roadmap and inform researchers on possible strategies to 
address them, since we did not find literature addressing these challenges.

2.2 Data preprocessing framework – EDPAI
Departing from a raw structured EHR dataset (in plain text files) consisting of a collection of tuples, 
data preprocessing needs to be performed in several stages which entail multiple challenges. These 
stages consist in: extract database entries, define features, process data, assess feature values and in-
tegrate data elements (standing for EDPAI – ▶ Figure 1). The application of this EDPAI framework
results in a populated EHR data matrix paired with a label matrix. Similarly to the data matrix, the 
lines in the label matrix correspond to dataset instances, but its columns represent, in turn, each out-
come of interest (i.e. dependent variables). In multi-class and multi-label problems, columns may 
contain all possible categories, and in multiple applications where only one dependent (outcome) 
variable is analyzed (which is the case of most predictive modeling problems), the label matrix is 
represented by a column vector, and in this case it is not necessary to employ an approach to address 
multi-label problem (possible approaches are described elsewhere [38]). These preprocessing stages 
are analogous to the rationale of extract-transform-load (ETL) procedures in business intelligence 
architectures [39], and the EDPAI framework should be regarded as a particular type of ETL pro-
cess, with inherent specificities and challenges related with the clinical domain and in line with 
using data from original EHR sources for predictive modelling in the clinical context. Briefly, each of 
these stages consists upon:
• Extract database entries: identifying all necessary EHR data elements (a source of data with a

given scope) and querying databases to retrieve all entries of interest, typically using instance
identifiers; extraction produces a set of tables, for which the subsequent EDPAI stages are per-
formed separately, integrating these (sub-) matrices at the last stage;

• Define features: through a systematic approach, identifying all clinical concepts contained in EHR
data and defining features conveying each concept, including its type (numerical or categorical)
and mechanism to determine feature value; features must account for different data recording
mechanisms specified in section 2.3;

• Process data: manipulating the feature set to improve homogeneity and avoid data dispersion by
mitigating redundancy (concepts represented with different designations) and granularity (clini-
cal concept is expressed with different levels of detail), which are tackled by combining different
features referring to same clinical concept into a single feature;

• Assess feature values: determining the value of each clinical feature (variable) for each dataset in-
stance, by querying the extracted database entries according to the feature types and recording
mechanisms, as described in section 2.3;

• Integrate data elements: concatenating matrices produced from each EHR data element by match-
ing lines of each instance using identifiers, thereby merging matrices side to side; it includes
matching each instance with the corresponding line in the label matrix (lines representing in-
stances and columns representing categorical or numerical label values).

In the EDPAI framework, and in general predictive modeling pipelines [40], the construction of a 
feature set from raw EHR data defines the vector space in which to represent instances and occurs 
after extracting data referring to a given patient cohort. Without loss of generality, we address this 
crucial step in the next section, based on the different data recording mechanisms which are perva-
sive in most typical structured EHR systems.
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2.3 Defining features from structured data

Clinical data include multiple data types [41], and different recording mechanisms (▶ Table 1 for the
main types) are used to capture structured EHR data. Pick lists are used for selections amongst large 
sets of items (problem lists are a key example [42, 43]). Checkboxes allow the selection of none, one 
or more items, while dropdowns and radio buttons are used for selecting exactly one item. Numeri-
cal fields store values, though records become less controlled in cases of manual input.

Since each recording mechanism produces database tuples differently, it is necessary to adopt a 
procedure to create features systematically for each mechanism and match them with a feature type 
(or assuming missingness, as we address later on). Features may be categorical (nominal or ordinal) 
or numerical (continuous or discrete), which determines how their information can be interpreted 
(for additional detail, see [44]). The approach to build a feature set and the mechanism to determine 
feature values from structured data are described in ▶ Table 2, linked to the recording mechanisms
in ▶ Table 1.

▶ Table 2 depicts empirical and data-driven procedures to systematically construct features from
structured data, being dependent on the conceptual models underlying the data framework and re-
flecting its scope, granularity and relationships between features. As such, after this first empirical 
process, researchers must establish the information model and terminologies to use for each EHR 
data element, particularly by mapping the extracted concepts into the desired terminology using 
standard schemes such as the UMLS metathesaurus, SNOMED-CT, ICD or CPT for diagnoses and 
procedures [45], RxNorm for medication [46, 47] or LOINC for laboratory results [48]. In some 
cases, these reference terminologies can be natively incorporated in the EHR, and researchers 
should evaluate if the scope and granularity levels meet the requirements of the problem at hands, or 
if aggregation/simplification is necessary to mitigate data sparsity (e.g., in some studies the high 
granularity of ICD diagnoses might be excessive).

In order to streamline the construction of a matrix from structured EHR data, ▶ Figure 2 pres-
ents a procedure to streamline construction of the feature set – and hence of the data matrix – by 
conveying the systematic feature construction procedures set in ▶ Table 2, as a means to reduce
manual workload. For pick lists, it is necessary to firstly identify all unique items, flag redundant 
items and merge these into a single feature, which can be supported by synonyms and hierarchies 
underlying the terminologies. For entries associated with numerical fields, checkboxes, radio but-
tons and dropdowns, the process can be facilitated by creating a single source (master) file listing all 
features defined from EHR fields and specifying parameters of feature name, fields to query, feature 
type, symbolic encoding (if applicable), how to handle multiple values and whether or not to assume 
missingness. This file should be used by software with capability of querying database entries and 
creating a data matrix.

By carrying out the feature construction process, several challenges may arise and preclude the 
effective reuse of structured EHR data if not properly handled. These challenges stem from the 
unique nature of health data, which requires proper domain knowledge about which clinical con-
cepts underlie each EHR data element, in order to preprocess it accordingly and – ideally – be able to 
congregate the different preprocessing tasks into one comprehensive and nearly-automated pro-
cedure. It is such dichotomy of specificities of health data and desire to streamline the process that 
give rise to multiple challenges, which are detailed in the next section, together with strategies to 
avoid them.

3. Identifying and tackling the challenges
In this section we present the lessons learned from the challenges faced in our experience with a 
real-world structured EHR dataset (covering approximately 5000 inpatient episodes from medical 
inpatient wards, over the course of 6 months, from a public hospital with approximately 800 beds), 
referring to the main methodological decisions along the EDPAI framework, in which we foresaw a 
potential source of error. In summary, these challenges refer to (1) data gathering and integration, 
(2) handling feature types properly, (3) combining features, (4) dealing with data missingness, and 
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(5) handling multiple feature values. ▶ Figure 3 links these challenges with EDPAI stages in which
they are most likely to occur.

3.1 Data gathering and integration
3.1.1 Challenge 1: Interoperability barriers and instance identification
Difficulties often arise in the process of gathering data of interest (e.g. how to identify which in-
stances are of interest for clinical prediction and decision support models) and upon integrating data 
from different sources, particularly when different identifiers are used across systems [49]. This is a 
pervasive issue in health information management [50–52] and may render the dataset incomplete 
or corrupt. The challenge lies in properly retrieving and integrating all data of interest using a robust 
match between data elements [50], which is often hampered by the use of different identifiers 
amongst databases, the use of multiple standards for organizing and transmitting health data in “si-
loed” applications [34], and the intervention of human agents between systems, which increases the 
likelihood of errors.

3.1.2 Strategy 1: Robust data retrieval and integration
Extracting and gathering EHR data is typically best achieved with an instance-centered approach, 
which should follow the trend towards patient-centered EHR systems [53]. A first approach to 
identify data of interest consists in retrieving unique patient identifiers from different systems by 
using criteria such as department, dates of admission/discharge and type of episodes, amongst other. 
Then, integrating different blocks of data can be done by cross-matching patient identifiers (if the 
same are used) or mapping identifiers and, additionally, cross-matching parameters related to dates 
of birth, department and other criteria in order to mitigate chances of mismatch. This was the ap-
proach followed in our research, and required cross-mapping identifiers used in different systems 
(e.g. using a different identifier for the laboratory system). In case interoperability between systems 
is not ensured (and therefore human agents intervene), or when dates/times are not perfectly 
aligned between systems (time stamps not recorded simultaneously), matching records for data inte-
gration will produce numerous mismatches and one should not blindly use all common elements to 
match instance records. We argue that data retrieval and integration should follow an instance-cen-
tered approach, cross-checking fields in a stepwise method: firstly identifying perfect matches and 
then looking into inconsistencies in order to assess if it is possible to identify and correct the source 
of error. In our research we found typing errors (related to patient/episode identifiers) to be the 
main source of mismatch, which required manual inspection. Secondly, numerous mismatches of 
admission and discharge dates were due to the use of different references amongst systems: the EHR 
system assumed the admission time in the creation of the patient visit episode, while the admission-
discharge-transfer system assumed the date of the first contact of the patient with the hospital 
(usually with administrative staff, prior to the creation of the episode in the EHR). This manual 
check of inconsistencies lowers the risk of mismatch, allows for the inclusion of instances that would 
otherwise be discarded, and identifies causes of mismatch.

3.2 Handling different feature types
3.2.1 Challenge 2: Understanding feature types
EHR contents are composed of different types of information and result in different features types 
(categorical and numerical [54]) and ranges. Challenges often arise in ascertaining feature types, es-
pecially differentiating nominal and ordinal features. The Glasgow coma scale is an example of scale 
associated with a potential error, in that numerical values are assigned to different categories, yet 
these only entail ordinal information and should be dealt with accordingly. Furthermore, the choice 
of prediction models (and also feature selection methods [55–57]) must account for the feature 
types in order to ensure that a categorical feature (for example, a motor response level of the Glas-
gow scale, which conventionally represents a numerical score) is not interpreted as a numerical fea-
ture and that arbitrary mathematical operations are not performed with such categorical values. For 
this purpose, researchers must possess full knowledge of statistical procedures for each feature type 
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and of the operations inherent to each predictive modeling approach, so as to ensure full alignment 
between the two subjects..

3.2.2 Strategy 2: Matching feature types with model requirements
The identification of feature types should be based on the underlying clinical concept and recording 
mechanism, by observing if it includes ordinal and cardinal (distance) information. It is particularly 
important to acknowledge the limitations of unspecified designations (“unknown”, “other”, “not 
otherwise specified” or “not elsewhere classified”) which despite being problematic are still a com-
monplace in clinical records [58]. For numerical features, it is fundamental to properly identify units 
of measure and ensure that necessary conversions are applied. For each feature type, it is important 
to be aware of the corresponding statistical procedures, for which we present a summary and 
examples from the clinical domain (▶ Table 3).

Considering these statistical procedures, it is essential to understand the way different feature 
types are handled by each prediction model and which type(s) of features are admitted, of which we 
provide key examples: neural networks handle discrete features but internally treat them as continu-
ous [59]; regression, support vector machines, neural networks and k-nearest neighbors typically in-
terpret values as numerical; and Bayesian models and decision trees [60] typically accept categorical 
and numerical features. It is also fundamental to properly choose between classification and regres-
sion models according to the categorical (e.g. predicting a diagnosis, a treatment option or a re-
sponse to a therapy, or other types of classifications) or numerical (e.g. predicting medication do-
sage, length of stay, costs, or other continuous variables of interest) nature of dependent variables, 
respectively. The different outputs produced by models (probability estimation, direct class assign-
ment or numerical estimation) should be used properly in each problem.

In predictive modeling studies, feature selection plays a crucial role in mitigating high dimen-
sionality due to the vast number of features (especially binary features resulting from catalogs) aris-
ing from structured EHR data. Saeys et al. (2007) [61] provide a comprehensive review of feature se-
lection methods which can be largely applied to EHR data. These methods are divided into filters 
(independent of prediction models), wrappers (select feature subsets based on resulting model per-
formance) and embedded (feature selection is part of the model-building process). Filter methods 
require much less computational power and, despite not ensuring optimal results, can be preferable 
for highly-dimensional clinical data. Within filter methods, the choice of a particular method needs 
to consider the nature of both the features (independent) and the dependent (outcome) variable(s) 
at hands. Since several filter methods are based on statistical tests (e.g. chi-squared) and on 
measures of correlation, these can usually be used for both numerical and categorical features; other 
methods are based on information theory and require discretization of numerical features, which 
usually involves testing a number of binarization thresholds. In order to account for the nature of 
dependent variables, we refer to the review article by Lazar et al. (2012) [62] for a comprehensive 
view of filter techniques and these should be used for different types of dependent variables.

In spite of restrictions on which type of features models can handle, there are strategies to cir-
cumvent these constraints. On the one hand, it is typically necessary to binarize nominal and ordinal 
features using dummy variables, so as to remove arbitrary ordering and distance measures [61]. On 
the other hand, discretization converts numerical into ordinal or nominal features, either based on 
sample distributions (e.g. equal width or frequency binning [62]) or incorporating clinical know-
ledge to produce clinically meaningful categories, namely by using a clinically relevant discretization 
threshold, e.g. defining a critical glycaemia level to flag diabetes, a haemoglobin threshold to flag 
anemia, or a creatinine threshold as an indicator of renal function.

3.3 Combining features
3.3.1 Challenge 3: Feature redundancy and granularity
While EHR systems tend to be increasingly comprehensive and tailored for different care settings 
[65, 66], there are multiple common concepts that can be expressed with different designations (e.g. 
heterogeneity in system catalogs [42, 50]) and produce redundancy. A common source of redundan-
cy is the use of different catalogs for diagnoses, medication and procedures, allowing health profes-
sionals to use them arbitrarily. Additionally, heterogeneous levels of granularity arise when health 
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professionals use different levels of detail due to differences in recording practices and in detail 
needed in each situation [58]. These situations are particularly common for diagnoses, for which the 
same data may be entered with different designations, and are also observed following the entering 
of data with different levels of granularity. E.g., when referring to the same clinical status one phys-
ician might state that a patient has diabetes mellitus (selecting a more generic diagnosis code), while 
another might use a more granular designation – diabetes mellitus type II, without complications. 
When the feature set is being built by identifying unique items, different designations are considered 
as separate features despite being closely related. Both redundancy and granularity have a negative 
impact on data sparsity and on predictive power, and should therefore be avoided.

3.3.2 Strategy 3: Towards data uniformization
Domain (clinical) knowledge is crucial to mitigate issues of redundancy and granularity. It is necess-
ary to identify redundant fields and define a mechanism to combine features referring to the same 
concept into one aggregated feature. When using multiple catalogs, mappings or cross-walks are 
required for this purpose (e.g. mapping diagnosis catalogs). In fact, catalogs loaded into the system 
for use in pick-lists play a crucial role since they concretize the terminologies used in the system. 
Key examples of terminologies consist in the UMLS metathesaurus, the International Classification 
of Diseases (ICD) and SNOMED-CT, amongst others, and ideally these reference terminologies 
should be the standard of choice for EHR data entry. However, we did observe in our dataset that 
health professionals often offer significant resistance to highly controlled and highly granular termi-
nologies, and the creation of (ad-hoc) simplified catalogs was found to be the first solution to surpass 
this adoption hurdle, although with negative consequences for data reuse.

On the one hand, for non-catalog-based recording mechanisms, one may mitigate redundancy 
by querying redundant EHR fields upon determining feature values (this instruction can be passed 
to the master file in ▶ Figure 2). On the other hand, tackling granularity can be achieved either by
aggregating features to the lowest common granular level (causing loss of information) or, alter-
natively, adding general designations – for instance using clinical knowledge and information from 
other EHR sources, avoiding arbitrary assumptions.

We recommend careful analysis of the feature set in order to avoid incorporating unnecessary re-
dundancy and sparsity, while accounting for the level of detail required for each predictive modeling 
problem. This analysis should balance the workload of improving the dataset (namely adding detail 
to features using clinical knowledge) with the eventual information loss resulting from feature ag-
gregation.

3.4 Data missingness
3.4.1 Challenge 4: The assumption of missingness
Missingness is a transversal problem in data analysis and may have negative consequences on model 
development [67], potentially leading to biases and information loss [68,69], more so when using 
multiple EHR data sources, with data being produced by different agents at different frequencies. 
The first issue related with missing data is whether or not to assume missingness from the absence of 
a record, since it may have different meanings: it may actually represent a missing entry or the ab-
sence of a concept (and thus feature value zero) [70]. Does the absence of a diagnosis or a medi-
cation represent the same as the absence of a physiological measurement in terms of data missing-
ness? The second issue consists in deciding how to deal with effectively missing values, either by de-
leting features and/or instances with missing values or imputing values for missing entries [71].

3.4.2 Strategy 4: Tackling data missingness
The decision of whether the absence of a record implies its missingness requires knowledge of the 
clinical concept and how information is recorded, depending on both the recording mechanism 
(from ▶ Table 1) and if the field is compulsory (in this case, health professionals are bound to ex-
plicitly state if a condition is absent or present). Typically, absence of measurements (e.g. glycaemia, 
blood pressure and weight) from labeled fields implies, in theory, that feature values are missing. 
Conversely, the absence of pick-list entries (such as absence of a diagnosis or medication prescrip-
tion) implies the absence of a concept (and thus a feature value of zero).

State of the Art / Best Practice Paper

JC Ferrão  et al.: Preprocessing structured clinical data for predictive modeling and deci-
sion support

T
hi

s 
do

cu
m

en
t w

as
 d

ow
nl

oa
de

d 
fo

r 
pe

rs
on

al
 u

se
 o

nl
y.

 U
na

ut
ho

riz
ed

 d
is

tr
ib

ut
io

n 
is

 s
tr

ic
tly

 p
ro

hi
bi

te
d.



1144

© Schattauer 2016

For effectively missing values, understanding randomness of missingness patterns is usually a 
sound first step [72], then deciding how to handle missing data based on this pattern [73]. Deletion 
or imputation using standard or complex classification methods [74] are widely used techniques. 
Being difficult to determine the best approach beforehand, several approaches should be explored 
according to the availability of information, prevalence of missing values and impact on model per-
formance.

3.5 Multiple feature values
3.5.1 Challenge 5: The existence of multiple feature values
Since EHR data represent the evolution of a patient’s condition throughout the continuum of care, 
the same clinical variables are often repeatedly assessed and thereby different label-value pairs are 
produced for the same field. This situation is highly common for frequent measurements such as 
vital signs and laboratory exams, where the same clinical variable is assessed multiple times during 
patient stay. In order to ensure that data matrices only have one value for each feature, it is necessary 
to decide how to collapse these multiple values into a single value, or set of values, that will convey 
the desired characteristic while minimizing information loss. However, this process entails restric-
tions related to feature types, as well as implications of possible mechanisms of collapsing feature 
values that are sometimes not evident.

3.5.2 Strategy 5: Methods to accommodate multiple feature values
Tackling this challenge is not straightforward and requires careful domain knowledge in order to 
make informed methodological decisions. As general approaches, one may choose to collapse 
multiple values into one single value (e.g. calculating the mean or median of multiple blood pressure 
measurements, or the mode of pain scale levels), define one feature for each measurement (e.g. de-
fining features for first, second and third measurements of the same numerical variable), or a combi-
nation of both (e.g. defining features for maximum and minimum values recorded for the same in-
stance, for which extremely high or low values may flag specific conditions, in line with the possible 
approach for defining binarization thresholds in section 3.2.2). As a means to congregate the differ-
ent options and associated consequences, ▶ Table 4 aims to inform researchers on possible methods
for handling multiple values, along with their advantages and risks.

The decisions of how to accommodate multiple values have great influence on predictive model-
ing results, since these will determine which information will be captured or discarded from the data 
matrix. It is typically not suitable to adopt a transversal approach across all features since their values 
and encoding are intrinsically different, especially when it concerns values that can potentially signal 
clinical conditions. Additionally, it is also relevant to bear in mind the variability in clinical practice 
and interpretation of clinical findings, which could be mitigated with the incorporation of rules to 
detect inconsistencies, signaling them for researchers to ascertain them before proceeding to model 
building stages.

4. Discussion and conclusions
This article contributes to literature by conveying a roadmap with the main challenges of prepro-
cessing structured EHR data for predictive modeling and decision support, which up to our know-
ledge have not been systematically addressed in clinical informatics literature. This roadmap is 
based upon the data preprocessing stages of a generic data preprocessing framework (EDPAI), and 
was built with lessons learned from our experience and best practices from the literature, proposing 
possible strategies to mitigate obstacles and pitfalls. The article bridges the gap between general 
guidelines on the clinical informatics literature [15] and the actual hands-on research work of pre-
processing structured EHR data. While the characteristics of EHR systems and the format of raw 
EHR data produced upon querying EHR databases may be heterogeneous amongst different health-
care providers, the challenges outlined in this article should, in principle, be generally applicable to 
multiple contexts, particularly the data recording mechanisms and data elements referred through-
out this article are pervasive in most settings. We acknowledge that our research and lessons learned 
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have been based on one particular EHR system, and as such the preparation of structured data 
should be adapted and mapped to the information models and terminologies underlying EHR sys-
tems from other vendors, or locally developed systems. In particular, adaptation amongst different 
settings may be related with (1) data extraction and integration being dependent on system infra-
structure and existing instance (i.e. patient/episode) identifiers, (2) feature construction and value 
assessment depending on the recording mechanisms (most usually falling within the predefined 
formats presented in ▶ Table 1), and (3) data processing (particularly addressing redundancy and
granularity) depending on the catalogs, terminologies and embedded data quality rules.

For scalability, we also presented an empirical data-driven procedure to streamline data prepro-
cessing in creating a data matrix. In this procedure, effort is placed on the initial phase of defining all 
features from EHR fields, for which changes in the EHR system may be later incorporated with in-
cremental adaptation. To mitigate excessive dependency on each specific EHR implementation, fea-
ture set construction should preferably be based on reference terminologies, either by implementing 
structured data entry based on these terminologies, or by specifying terminologies for which to map 
EHR records.

Although this article intends to present the main lessons learned from our research experience, it 
is important to acknowledge that the reuse of EHR data entails such a high degree of complexity that 
numerous additional challenges may arise from research experience. As such, we believe that the 
roadmap and best practices presented in this article could be significantly enriched (and modified) 
by extending the research experience to EHR systems from other hospitals, other vendors and also 
locally developed systems. Similarly, since the proposed roadmap stemmed from a straightforward 
mechanism for EHR data reuse (extracting raw plain-text files for subsequent preprocessing and 
predictive analysis), it may also be significantly improved through the integration of frameworks for 
data standardization and harmonization (which will likely give rise to additional challenges) and by 
establishing a collaboration mechanism with an ETL system and architecture to systematically po-
tentiate the reuse of data from a given system. We believe that a more in-depth study of the actual ef-
fects of different possible strategies to address challenges may provide insights on the best courses of 
action to improve the results of predictive analyses.

Two central and closely linked issues arise from this article, which directly influence clinical data 
reuse: EHR design and configuration, and proficiency of EHR users. Firstly, EHR design requires ex-
tensive (health) domain knowledge and proper workflow modeling in order to be successful [75, 
76], and directly determines which actions users can perform on the system. Similarly, system im-
plementation determines how faithfully EHR data reproduce the evolution of the patient’s health 
status and treatment processes, and how findings are recorded and revoked. These aspects will have 
direct impact in data redundancy, granularity, specification of mandatory fields and the existence of 
multiple feature values, which are directly linked with challenges 3, 4 and 5 of this article. Secondly, 
training of health professionals in using EHR systems is crucial to determine the format and quality 
of routinely collected data, coupled with in embedded validation mechanisms [77]. As such, we call 
attention to the importance of creating awareness of the implications of EHR design and use to the 
reuse of clinical data, namely by providing proper training and feedback, ultimately aiming for con-
tinuous improvement [78].

Due to the aforementioned implications of system design and use for secondary EHR data appli-
cations, the target audience of this article is not limited to researchers, but also extended to those in-
volved in system implementation, training and use in routine practice. These stakeholders must re-
gard system usability as a top priority in system design, in order to mitigate the difficulties of struc-
tured data entry. For this purpose, we summarize in ▶ Table 5 key features for usability and accepta-
bility of structured EHR data entry.

Considering the strong trends in clinical informatics towards structured data entry, we believe 
that the preprocessing tasks addressed in this article increasingly play a major role in enabling and 
leveraging the secondary use of EHR data. Therefore, proper consideration of challenges and pitfalls 
will likely assume an increasingly greater importance, demanding for guidance on how to effectively 
make sound use of these data. In effect, these challenges may significantly compromise the use of 
structured data and preclude the realization of the potential value and benefits of EHR systems, if 
not properly addressed.
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Clinical Relevance Statement
The use of structured EHR data for predictive modeling and decision support entails complex pre-
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sions are not properly taken into account. To address this matter, this article presents a roadmap of 
the main challenges of preprocessing EHR data and proposes strategies and best practices to tackle 
these challenges. The proposed roadmap aims to guide researchers in using structured EHR data 
for decision support and practical research applications.
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Fig. 1 Building blocks of a predictive modeling framework based on structured EHR data. The gray blocks represent the EDPAI framework. White cylinders 
and rectangles represent input raw data and resulting matrices, respectively.

Fig. 2 Procedure to streamline structured EHR data preprocessing to build a data matrix representation.
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Table 1 Main types of data recording mechanisms for structured data entry and resulting tuples.

Recording 
mechanism

Numerical field

Pick list (catalog)

Checkbox

Radio button

Dropdown list

Description

Numerical value stored in a labeled field; 
tuples may include multiple values with a 
separator, and additional information for 
units of measurement

Selection of one or more items from EHR-
embedded catalogs (typically includes a 
search box)

Selection of options from a fixed set of 
items, in a variable number ranging from 
none to all; field values are usually rec-
orded in tuples with separators

Selection of exactly one item from a fixed 
set of (mutually exclusive) options

Example of tuples

(PatientID; Blood Pressure; 124/67; 2009–02–03 
14:55)
(PatientID; Glycaemia; 78; mg/dL; 2015–05–21 
07:22)

Diagnoses: (PatientID; Rhabdomyolysis; 
2011–01–11 09:18)
Drugs: (PatientID; Captopril 50 mg Oral; 
2010–03–29 22:07)

(PatientID; Orientation; Space/Time/Person; 
2011–03–29 11:33)

(PatientID; Glasgow eye response; 3 (to speech); 
2012–11–11 04:09)
(PatientID; Catheter type; Central; 2010–07–19 
09:25)

Table 2 Procedures to build a feature set from structured EHR data and mechanisms to determine feature values, 
according to the underlying recording mechanism.

Recording 
mechanism

Numerical field

Pick list
(catalogs)

Checkbox

Radio button

Dropdown list

Feature definition approach

Directly define a feature for each field (e.g. 
define a feature for glycaemia); for multiple 
values stored in the same field using a de-
limiter (e.g. blood pressures), define a separ-
ate feature for each value

Define a binary feature for each unique item 
found in each catalog (e.g. define a binary 
feature for each relevant anemia diagnoses or 
each possible medication)

Define a binary feature for each checkbox op-
tion (e.g. define a feature for each possible 
personal history condition)

Define a feature for each option; carefully 
specify the feature type according to the 
underlying clinical concept (e.g. define a fea-
ture for each possible color/appearance of 
urine samples)

Mechanism for assessing 
feature value

Directly extract field values, parsing values in 
case of multiple features contained in the 
same field; use data validation mechanisms 
to mitigate errors resulting from manual 
input

Search for entries of each item for each in-
stance and define value 1 when at least one 
entry is present in the database, or 0 other-
wise.

Search for entries of corresponding labels; if 
they exist, define value 1 for features corre-
sponding to selected options, and 0 other-
wise.

Search for entries of the corresponding label-
value pairs, defining feature values using a 
symbolic encoding scheme
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Table 3 Main characteristics and statistical procedures for the different feature types.

Feature 
type

Nominal

Ordinal

Discrete

Continuous

Explanation

Feature values representing labels 
without ordering or numerical meaning

Feature values represent labels with or-
dering but no distance information

Numerical feature values with ordering 
and distance information, only assum-
ing discrete values in admissible ranges

Numerical feature values with ordering 
and distance information, assuming 
any value in admissible ranges

Statistical pro-
cedures

Mode, entropy, contin-
gency correlation, χ2

Percentiles, rank corre-
lations, t-test, F-test

Mean, standard devi-
ation, Pearson’s corre-
lation

Examples

Drain liquid color, diagnosis 
presence/absence, diet type

Glasgow scale parameters, 
functional dependence levels, 
risk levels

Number of labors, blood cell 
counts, heart and respiratory 
rates

Age, blood pressure, glycae-
mia, oxygen levels

Table 4 Examples of methods to handle multiple feature values and associated risks.

Method

Mean/median or 
mode

Highest and/or 
lowest value(s)

First and/or last 
value(s)

Improved or de-
teriorated health 
status

Use all observed 
values

Implementation

Define one feature using the 
mean or mode of multiple en-
tries as feature value

Define one feature for highest 
or lowest value observed within 
an instance, or define two fea-
tures to capture both extremes

Define one feature for first or 
last value observed within an 
instance, or define two features 
to capture both occurrences

Define a feature to assess if the 
patient improved the health 
status within an instance

Define a binary (dummy) fea-
ture for each possible feature 
value and define the value 1 for 
each label within an instance

Applicable 
features 
types

Numerical (for 
mean/median); 
ordinal, nominal 
(for mode)

Numerical, ordi-
nal

Numerical, ordi-
nal, nominal

Numerical, ordi-
nal

Ordinal, nominal

Advantages

Avoids excessive 
dimensionality 
and sparsity

Captures critical 
feature values

Captures values 
at critical mo-
ments of the in-
stance timeline

Captures patient 
evolution along 
the instance 
timeline

Captures all 
values occurring 
within an in-
stance

Risks

Insensitive to criti-
cally high or low valu-
es indicating certain 
conditions or pre-
scriptions

Insensitive to the 
order by which values 
occurred

Insensitive to criti-
cally extreme values 
indicating certain 
conditions or pre-
scriptions

Insensitive to high or 
low values above/
below certain thresh-
olds indicating certain 
conditions or pre-
scriptions

Insensitive to the 
order of occurrence
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