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Abstract. Cryptographic devices in hostile environments can be vulnerable to physical
attacks such as power analysis. Masking is a popular countermeasure against such
attacks, which works by splitting every sensitive variable into d+1 randomized shares.
The implementation cost of the masking countermeasure in hardware increases
significantly with the masking order d, and protecting designs often results in a
large overhead. One of the main drivers of the cost is the required amount of
fresh randomness for masking the non-linear parts of a cipher. In the case of AES,
first-order designs have been built without the need for any fresh randomness, but
state-of-the-art higher-order designs still require a significant number of random
bits per encryption. Attempts to reduce the randomness however often result in a
considerable latency overhead, which is not favorable in practice. This raises the need
for AES designs offering a decent performance tradeoff, which are efficient both in
terms of required randomness and latency.
In this work, we present a second-order AES design with the minimal number of three
shares, requiring only 3 200 random bits per encryption at a latency of 5 cycles per
round. Our design represents a significant improvement compared to state-of-the-art
designs that require more randomness and/or have a higher latency. The core of the
design is an optimized 5-cycle AES S-box which needs 78 bits of fresh randomness.
We use this S-box to construct a round-based AES design, for which we present a
concept for sharing randomness across the S-boxes based on the changing of the
guards (COTG) technique. We assess the security of our design in the probing model
using a formal verification tool. Furthermore, we evaluate the practical side-channel
resistance on an FPGA.
Keywords: Masking · AES · OpenTitan · Verification · Hardware

1 Introduction
Embedded devices running cryptographic hardware implementations need to be protected
against physical attacks, such as differential power analysis [KJJ99], in which an attacker
observes the power consumption of the device and uses the information to learn about
secret values, e.g., the cryptographic key. Masking is a popular approach to protect
against these attacks on implementation level, aiming at making the power consumption
independent of the processed sensitive value [CJRR99]. To protect against a d-th order
DPA attack, masking splits each sensitive value into d+ 1 shares such that an attacker
probing up to d shares cannot recover the sensitive value.

Applying the masking countermeasure to a cryptographic hardware implementation
comes with a considerable area overhead, which increases significantly with the masking
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order d [GIB18, NGPM22, SP06, ISW03, MRB18]. This overhead is not only caused by
an increased area for the handling of the shares but also by the increased demand for fresh
randomness that needs to be generated and distributed for masking the non-linear parts
of the cipher. While the linear parts can be computed by evaluating them for each share
individually, the non-linear parts, such as S-boxes, need to operate on several shares at once
and, therefore, require randomness for refreshing to prevent unmasking of intermediate
computation results, especially in the presence of glitches [GMK16, BDF+17, BBP+17,
ISW03, RBN+15]. The need for fresh randomness usually goes hand-in-hand with an
increased design area caused by the required random number generator (RNG) instances.

Methods to reduce randomness for a masked design have been studied extensively,
especially focusing on AES. Since its selection by NIST in 2000, the AES [Nat01] has
become an essential component for many cryptographic applications in industry. While the
first proposed first-order sharings of the AES required about 3 000 to 5 000 random bits per
encryption, there by now exist several works suggesting how to perform the computation
without any fresh randomness [WM18, Sug19, SM21]. Compared to that, higher-order
masked AES designs still require a significant amount of fresh randomness and area. While
first works on second-order masking of the AES in hardware require more than three
shares [CBR+15, BDRS21], in 2016, De Cnudde et al. [CRB+16] propose an S-box design
with three shares which needs 162 fresh random bits and has a latency of five cycles,
resulting in 19 440 random bits and 276 cycles per encryption. Gross et al. [GMK16]
improve this situation by proposing a 5-cycle S-box protected by DOM (Domain-Oriented
Masking) with only 84 random bits, resulting in 16 800 random bits and 200 cycles per
encryption. Reducing the amount of randomness for a design however comes at the price
of latency. Naturally, less randomness implies fewer capabilities to control the effect of
glitches in a circuit, which in turn needs to be compensated for with more register stages,
leading to a higher latency. For example, Dhooghe et al. [DSM22] recently show how
to construct a second-order masking of the AES with only 1 012 fresh random bits per
encryption, which however result in an S-box latency of 9 cycles per round. In recent
years, low-latency has been generally identified as an important design goal for masked
designs. Several works construct masked designs optimized for extremely low cycle counts
[GIB18, SBHM20, NGPM22, SBB+22]. For example, Gross et al. [GIB18] propose a
second-order masked low-latency DOM-AES S-box, which only needs two cycles per round
but requires almost 900 000 random bits per encryption.

On architectural level, the performance of AES designs can be improved by employing
a parallel or round-based design, in which the S-box is instantiated once per key/state
byte, and all instances operate in parallel. By contrast, serial designs instantiate the S-box
once, which is fed with a new key/state byte in every clock cycle. In parallel designs, the
number of pipeline stages in the S-box determines the latency of an encryption round,
and therefore, an S-box with a low latency is preferable. While most works in literature
focus on serial designs, parallel designs have only been marginally addressed despite their
clear practical relevance. For example, Google’s OpenTitan project [low19], which aims at
building an open root of trust (ROT) chip, includes a parallel AES architecture protected
by DOM. They use a first-order version of the 5-cycle DOM AES S-box, which leads to
an encryption latency of about 50 cycles per 128-bit block. One of the main challenges
when constructing such designs is the high amount of randomness required per cycle, and
in practice, it is not trivial to come up with RNGs allowing for such high demands of
bandwidth yet keeping the required amount of randomness somewhat balanced per cycle.

Given that first-order protection often does not provide the required security level in
practice, and serial designs are often not suitable for the desired performance, the goal is
to build second-order designs targeting both low-randomness and low-latency.
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1.1 Contributions
In practice, second-order masked AES designs should be efficient and provide a suit-
able tradeoff between area and latency, which clearly presumes a three-share design.
However, state-of-the-art three-share designs are either optimized for low-latency or for
low-randomness. Additionally, given the need for parallel designs, the demands of fresh
randomness per cycle of these designs are unevenly distributed and often simply too high.
We improve the situation by providing the following contributions:

• We present a second-order masked AES S-box based on DOM, which works with
the minimum number of three shares, has a latency of only five cycles, and requires
78 bits of fresh randomness. In order to construct this S-box, we take the original
DOM design as a starting point and demonstrate that fixing the flaw in higher-order
DOM-dep multipliers, as identified by [MMSS19], is possible using more randomness.
However, we also show that all DOM-dep multipliers can be replaced by more
area-efficient adapted DOM-indep multipliers, which allows to perform one S-Box
computation with 78 bits of fresh randomness. (Section 3)

• We propose an efficient parallel AES architecture similar to the one used in OpenTitan
with an encryption latency of 51 cycles. We show how one encryption can be
computed with only 3 200 bits by applying a special COTG-based concept for reusing
randomness across all S-box instances for the key and plaintext. The 3 200 bits can
smoothly be delivered by an RNG with a bandwidth of 64 fresh random bits per
cycle. Given the 5-cycle latency per round, our design currently requires the least
amount of fresh randomness in literature. (Section 4)

• We evaluate our AES design in terms of area and randomness and compare it to
other state-of-the-art designs. (Section 5)

• Using a formal verification tool, we show the second-order security of our S-box
design and investigate the security of our COTG-based sharing concept for key and
plaintext for one round. We deploy our design on an FPGA and show that no leakage
can be detected with up to 100 million traces. (Section 6)

• We provide access to the complete HDL code on GitHub1.

2 Preliminaries
2.1 Notation
We denote the sharing of a sensitive variable X with X = (X0, X1, X2), i.e., the subscript
index denotes a specific share. Every state byte in the AES is described as s(i,j), where
i refers to the row index and j refers to the column index, according to the convention
introduced in the AES specification [Nat01]. For example, s(0,2)

0 refers to the first share
(share domain 0) of the state byte in row 0, column 2. Every key byte in the AES is
described as k(i,j) accordingly with the sharing k(i,j) = (k(i,j)

0 , k
(i,j)
1 , k

(i,j)
2 ).

2.2 Masking
Masking [CJRR99, GP99, ISW03] aims at defeating side-channel attacks that work by
randomizing sensitive values by splitting them into d+ 1 uniformly random shares. An
adversary observing (probing) up to d shares cannot deduce any information about the
sensitive value. In classical Boolean masking, the sharing of a sensitive variable s given
by (s0, s1, ...sd) must satisfy s = s0 ⊕ s1... ⊕ sd. The shares s0, s1, ...sd−1 are randomly

1https://github.com/barbara-gigerl/aes-secondorder-guards

https://github.com/barbara-gigerl/aes-secondorder-guards
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sampled from a uniform distribution, while sd = s⊕ s0 ⊕ s1...⊕ sd−1. For example, in a
second-order masking scheme (d = 2), s is represented by the sharing (s0, s1, s2) such that
s = s0 ⊕ s1 ⊕ s2. s0 and s1 are chosen uniformly at random and s2 = s0 ⊕ s1.

Implementing the masking countermeasure for non-linear functions such as the AES S-
box, which computes the inversion in GF (28), is especially challenging because they require
combining all shares of a sensitive value in a secure and correct way. Hardware-related
side-effects such as glitches and transitions need to be considered, which could reveal secret
information in an otherwise secure masked implementation [MPG05, MPO05, ISW03].
Masking schemes for the AES S-box have been addressed frequently in literature [OMPR05,
GMK16, CRB+16, RP10, MPL+11, SP06, DSM22, BDRS21]. Canright [Can05] presents
a decomposition into GF (24) and GF (22) field elements to perform the inversion more
efficiently, which has since then been the basis for many works on masking the AES,
including DOM by Gross et al. [GMK16].

2.3 Security Verification of Masking
Empirical measurements are generally an important indicator for the practical security
of a masked implementation. However, collecting power traces is usually cumbersome
and error-prone, and the results heavily depend on the platform and measurement setup.
Formal verification tools represent a complementary approach that allows the analysis of a
masked implementation within a specific attacker model, such as the classic probing model
[ISW03].

Rebecca [BGI+18] is a formal verification tool to prove the security of masked
hardware implementations at any order. It examines the leakage of a given circuit by
investigating each gate and determining whether the gate output correlates directly with the
unshared sensitive value. Rebecca approximates this correlation using Fourier expansions
of Boolean functions [O’D14] and checks for leaks using a SAT solver, making it feasible
to verify larger constructions at the cost of accuracy. However, it has been shown that
the rate of false positives (tool falsely reports leak) is very low, and false negatives (tool
falsely reports no leak) are not possible at all [GPM23]. Other tools like SILVER [KSM20]
determine this correlation by exhaustively computing the probability distribution of each
gate, which allows a very accurate analysis, but it hardly applies to more complex circuits
such as higher-order AES S-boxes [DSM22]. In this work, we will use Coco [GHP+21], a
tool based on Rebecca. Coco applies the time-constrained probing model, allowing an
adversary to place d probes on an arbitrary wire in the circuit. Each probe allows observing
the value of the wire for one specific clock cycle, including transitions and glitches. A
masked hardware implementation is considered dth-order secure if the adversary cannot
learn any information about the sensitive value by combining the values of these probes.

2.4 Changing of the Guards (COTG)
Masked designs based on TI (Threshold Implementation) require non-completeness and
uniformity to be first-order secure [NRR06], but obtaining a uniform output sharing of
a masked S-box often requires explicit remasking with fresh randomness. The changing
of the guards (COTG) concept was introduced by Daemen [Dae17] to achieve uniformity
more efficiently by replacing this fresh randomness with unrelated parts of the cipher state.
For example, considering a TI S-box function S and the respective component functions
S0, S1, S2 arranged in an S-box layer that maps the shared inputs a, b, c to the shared
outputs A,B,C as follows (for 0 ≤ i ≤ 2):

Ai = S0(bi, ci) Bi = S1(ai, ci) Ci = S2(ai, bi)

If the sharings of A,B,C are not uniform one needs to perform resharing, which can
either be done with fresh randomness or, as suggested by COTG, with another unrelated
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input share such as the one of the neighbor S-box (for 0 ≤ i ≤ 2):

Ai = S0(bi, ci) ⊕ bi−1 ⊕ ci−1 Bi = S1(ai, ci) ⊕ ci−1 Ci = S2(ai, bi) ⊕ bi−1

The values of b−1 and c−1 need to be instantiated with fresh random values. COTG
has been applied to several TI implementations including AES [DSM22, Sug19, SBM21,
WM18, ADN+22, BDRS21], KETJE [ANR19], Ascon and Keyak [SD17], ARX ciphers
[JPS18], and PRINCE [MMM21]. The original idea of COTG is to use the input bytes of
the right neighbor S-box as guards and use fresh randomness for the last S-box that does
not have a right neighbor. In our work, we propose a more complex selection of guards by
precisely analyzing which other state bytes are unrelated and which are not, eliminating
the explicit need for fresh randomness for the last S-box.

3 Efficiently Masking the AES S-box
In this section, we present a 5-stage pipelined AES S-box with three shares requiring only
78 bits of fresh randomness, which is currently the lowest amount of randomness required
for 5-cycle latency. The second-order S-box design DOM [GMK16], which serves as the
basis for our design, requires 104 random bits, while the 5-cycle TI-design of De Cnudde
et al. [CRB+16] needs 162 random bits.

In Section 3.1, we describe DOM and the basic structure of their proposed S-box,
which uses the Canright decomposition and performs the multiplications in GF (22) and
GF (24) with DOM-dep and DOM-indep multipliers. In 2019, [MMSS19] pointed out a
flaw in higher-order DOM-dep multipliers, which we revisit Section 3.2, and discuss a
possible fix for this. Unfortunately, including this fix into the second-order S-box requires
an additional 20 bits of fresh randomness, resulting in 104 bits in total. Therefore, in
Section 3.3, we show how one can optimize the S-box design such that the DOM-dep
multipliers are not needed anymore at all and can be replaced by three types of adapted
versions of DOM-indep multipliers, resulting in a randomness-optimized S-box design. We
check the second-order security of our S-box design with Coco and give details on the
verification in Section 6.

3.1 DOM-based Masking of the AES S-box
In 2016, Gross et al. [GMK16] introduce DOM as a low-cost method to protect circuits
against SCA at arbitrary protection orders. DOM is based on the idea of separating shares
into independent domains and adding fresh randomness whenever terms from different
domains are combined. They introduce a five-cycle variant of the AES S-box intended
for high-speed encryption, which serves as the basis of our work and is also used in the
OpenTitan project. The S-box design follows Canright’s propositions [Can05].

For both the subfield multiplications, Gross et al. propose two masked multiplication
gadgets. The second-order DOM-indep multiplier, which we will refer to DOM-indep
multiplier (Type A), is used to multiply two independently shared field elements A with
sharing (A0, A1, A2), and B with sharing (B0, B1, B2) using the random variables z0, z1, z2.
The resulting output sharing (C0, C1, C2), with registers indicated by parenthesis, is:

C0 = (A0 ×B0) ⊕ (A0 ×B1 ⊕ z0) ⊕ (A0 ×B2 ⊕ z1) (1)
C1 = (A1 ×B0 ⊕ z0) ⊕ (A1 ×B1) ⊕ (A1 ×B2 ⊕ z2) (2)
C2 = (A2 ×B0 ⊕ z1) ⊕ (A2 ×B1 ⊕ z2) ⊕ (A2 ×B2) (3)

The multiplication works in three phases. First, in the calculation phase, shares of different
domains (cross-domain multiplication) and shares of the same domain (inner-domain
multiplication) are multiplied in the respective field. Cross-domain multiplication terms
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are then refreshed with three fresh random values in the resharing phase and stored into a
register, while inner-domain terms do not need to be refreshed. In the integration phase,
the multiplication terms of each component function are accumulated.

In case the multiplier inputs are not shared independently, e.g., when multiplying
A×A, one could simply use a DOM-indep multiplier and reshare one of its inputs, which
however comes at the cost of additional randomness and a register stage. Therefore, Gross
et al. propose the DOM-dep multiplier that uses a random blinding variable p with the
sharing (p0, p1, p2) to compute A×B = A× (B + p) + (A× p). A DOM-indep multiplier
is used to compute (A× p), and therefore, the complete second-order DOM-dep multiplier
requires six fresh random values.

Given these two multiplication gadgets, the 5-cycle S-box first converts the 8-bit
input shares from the polynomial basis to the normal basis, inverts them in GF (28) by
decomposition into GF (24) and GF (22) field elements, and converts them back. More
precisely, in Stage 1, the 8-bit input shares are converted using a linear mapping, which
linearly combines the bits of a share within one domain each. Due to glitches, the output of
the linear mapping might temporarily result in a related sharing, and therefore, a GF (24)
DOM-dep multiplier is used. In Stage 2, the resulting GF (24) field elements are combined
with the outputs of the square scalers, and glitches could temporarily produce a related
input sharing, therefore requiring the use of a GF (22) DOM-dep multiplier. In Stage 3, a
similar situation occurs, and consequently, both GF (22) multipliers must be DOM-dep
multipliers. The last multipliers in Stage 4 take as an input the pipelined S-box inputs and
the output of Stage 3, which are clearly independent of each other, and therefore, GF (24)
DOM-indep multipliers can be used. In Stage 5, the output shares are converted back to
the polynomial basis using the inverse linear mapping.

3.2 Fixing the second-order DOM-dep multiplier
In a follow-up work, Moos et al. [MMSS19] point out a flaw in the DOM-dep multiplier
for d ≥ 2. Recall from the previous section that a DOM-dep multiplier computes A×B =
A × (B + p) + (A × p). They show that DOM-dep multipliers are not secure in the
presence of glitches by combining information about the individual shares of A× (B + p),
and multiplication terms in the DOM-indep multiplier (Type A) computing (A× p). A
second-order adversary possesses two probes. One probe is used to access the individual
shares of A× (B + p), which includes A2 × (B0 ⊕ p0). The other probe is placed in the
DOM-indep multiplier to access the shared subproducts of (A × p), which includes the
cross-domain term A1 ×p0. By combining these two probed values and considering that the
sharings of A and B are related, the adversary can derive information about the sensitive
value A.

We propose a way to fix this issue by preventing the adversary from accessing B0 ⊕ p0
directly by adding more randomness to it. More concretely, we refresh the term B + p
with a sharing of the zero-bit vector (q0, q1, q0 ⊕ q1) and store that value to a register.
The computation performed is now A × B = A × (B + p + 0) + (A × p) with 0 being a
shared into q0 and q1 such that 0 = q0 ⊕ q1. Hence, the first probe will only allow access
to A2 × (B0 ⊕ p0 ⊕ q0), and no information about A can be inferred due to the random
value q0. The advantage of this solution compared to refreshing B and using a DOM-indep
multiplier afterward is that no additional register stage is required. Nevertheless, for the
fixed second-order DOM-dep GF (22) multiplier, 16 instead of 12 random bits are needed,
or 32 instead of 24 in the case of GF (24).

We successfully verify with Coco that our proposed solution indeed solves the issue
and is second-order probing-secure in the presence of glitches. Furthermore, we apply the
formal verification tool SILVER [KSM20] to prove that our construction is secure under
the 2nd-order PINI (Probe Isolating Non-Interference) [CS20] notion and can, therefore,
trivially be composed.
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Figure 1: Our second-order AES DOM S-box with three shares and five register stages,
requiring 78 bits of randomness. For simplicity, we draw a single line for all three shares.
The indicates that a signal is split into a lower and upper part. The indicates that the
lower and upper parts of a signal are concatenated. Register stages are sketched by gray
dotted lines. The respective type of each DOM-indep multiplier is indicated by a letter in
the yellow box in the upper left corner, that is either Type A (Equations (1-3)), Type B
(Equations (4-6)) or Type C (Equations (7-9)).

3.3 Optimized second-order DOM S-box
Integrating the proposed fix directly into the S-box design requires 104 bits of fresh
randomness instead of the originally proposed 84 bits. For a complete AES encryption,
this results in 20 800 required random bits instead of 16 800. Therefore, we propose a
way to optimize this construction by replacing all DOM-dep multipliers with three types
(Type A, B, C) of adapted DOM-indep multipliers, which are more efficient in both area
and randomness. The resulting 78 bits of required fresh randomness are even less than
in the originally proposed design. While the Type A multiplier refers to the original
DOM-indep multiplier, the Type B and C multipliers work by additionally refreshing inner-
domain multiplication terms besides cross-domain multiplication terms, which leads to an
independent output sharing of a multiplier, and therefore allows the use of a DOM-indep
multiplier in the next pipeline stage. Figure 1 gives an overview of the complete S-box
design. Using Coco, we successfully verify the second-order security of our S-box. Now
we describe the design considerations made in each stage in detail.

Linear mapping of input. Our goal is to replace the DOM-dep multiplier in Stage 1 with
a DOM-indep multiplier. DOM-indep multipliers require that their inputs (the outputs of
the linear map in our case) are shared independently. In general, glitches may temporarily
cause a related sharing at the output of the linear map, and therefore, we need to store
the output of the linear map in a register. Since our goal is a considerably low latency, we
do not add an additional pipeline stage but move the computation of the linear map to
the pipeline stage before. Considering the entire AES design, the complete linear layer
(including the inverse linear map, ShiftRows, MixColumns, and AddRoundKey) is already
computed in Stage 5 (c.f. Section 4), where we now also move the linear map of the
SubBytes computation of the next round. Hence, the state registers in the design will not
store the field elements in the polynomial base but the field elements in the normal base.
From a security perspective, it is valid to do so because in Stage 5, only linear functions
are computed, and adding the linear map to the end will not cause any additional leakage.

Multiplier in Stage 1 (Type B). We want to replace the DOM-dep multiplier in Stage
2 with a DOM-indep multiplier. The DOM-indep multiplier in Stage 2 only supports
independent inputs, so the DOM-indep multiplier in Stage 1 needs to be modified such that
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it generates an independent output sharing. To do so, we need to perform the addition
of the square scaler already in Stage 1, protect the inner-domain multiplication terms
and use additional randomness on the cross-domain multiplication terms. The modified
DOM-indep multiplier, which will be referred to as the Type B multiplier, used in Stage 1
with parenthesis again indicating registers, is given by:

C0 = (A0 ×B0 ⊕ Sq0 ⊕ y0 ⊕ y1) ⊕ (A0 ×B1 ⊕ z0 ⊕ z3) ⊕ (A0 ×B2 ⊕ z1) (4)
C1 = (A1 ×B0 ⊕ z0) ⊕ (A1 ×B1 ⊕ Sq1 ⊕ y1) ⊕ (A1 ×B2 ⊕ z2) (5)
C2 = (A2 ×B0 ⊕ z1 ⊕ z3) ⊕ (A2 ×B1 ⊕ z2) ⊕ (A2 ×B2 ⊕ Sq2 ⊕ y0) (6)

Note that this multiplier does not support dependent inputs, but independent inputs are
obtained by storing the output of the linear map in a register. In the original design, the
square scaler terms (Sq0, Sq1, Sq2) were added to the output of the Stage 1 DOM-dep
multiplier in the second pipeline stage. This can potentially cause a related input sharing
to the multiplier in Stage 2 due to glitches. Therefore, we perform the addition of these
terms already in Stage 1 by adding them to the inner-domain multiplication terms before
the register layer. As a nice benefit, this saves registers to store the square scaler output
in the original design.

Another issue is that the Stage 1 multiplier might temporarily only output the same-
domain terms due to glitches if, e.g., the wire length of cross-domain terms is significantly
longer. In that case, the Stage 2 multiplier, which multiplies the lower and higher two
bits of the Stage 1 multiplier, might temporarily operate on related inputs. Therefore,
we use 2 × 4 random bits y0 and y1 to also refresh the inner-domain terms. In order to
maintain second-order probing security, the cross-domain terms need to be refreshed with
an additional z3 in this case. Otherwise, an attacker can place a probe in the calculation
phase of the Stage 2 multiplier to get a combination of masks, which is used to protect the
integration phase of the Stage 1 multiplier.

Multiplier in Stage 2 (Type C). We want to replace the DOM-dep multipliers in Stage
3 by a DOM-indep multiplier. The DOM-indep multiplier in Stage 3 only supports
independent inputs, so the DOM-indep multiplier in this stage needs to be modified
such that it generates an independent output sharing. To do so, we need to perform
changes similar to Stage 1, including shifting the addition of square scaler terms and
additional protection for inner-domain and cross-domain terms. In summary, the modified
DOM-indep multiplier, which will be referred to as the Type C multiplier, used in Stage 2,
with parenthesis indicating registers, is given by:

C0 = (A0 ×B0 ⊕ Sq0 ⊕ y0 ⊕ y1) ⊕ (A0 ×B1 ⊕ z0 ⊕ z3) ⊕ (A0 ×B2 ⊕ z1 ⊕ z5) (7)
C1 = (A1 ×B0 ⊕ z0 ⊕ z4) ⊕ (A1 ×B1 ⊕ Sq1 ⊕ y1 ⊕ y2) ⊕ (A1 ×B2 ⊕ z2 ⊕ z5) (8)
C2 = (A2 ×B0 ⊕ z1 ⊕ z3) ⊕ (A2 ×B1 ⊕ z2 ⊕ z4) ⊕ (A2 ×B2 ⊕ Sq2 ⊕ y0 ⊕ y2) (9)

Note that, also this multiplier does not support dependent inputs, but independent inputs
are obtained by appropriate refreshing in the stage before. Compared to the multiplier in
Stage 1 (Type B), we need more randomness for refreshing the multiplication terms. In
total, 3 × 2 bits are needed for inner-domain terms (y0, y1, y2), and 6 × 2 bits are needed
for cross-domain terms (z0, z1, z2, z3, z4, z5).

Multipliers in stages 3 and 4 (Type A). After performing these changes, the DOM-dep
multiplier in Stage 3 can simply be replaced by the original DOM-indep multiplier (Type
A) because independent inputs are obtained by refreshing in Stage 2. The multiplier in
Stage 4 has originally been a DOM-indep multiplier and therefore, no further modifications
are required there.
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Table 1: Comparison of the amount of fresh randomness required for the insecure and
fixed second-order DOM-dep multipliers, and the resulting insecure, fixed and optimized
second-order DOM AES S-boxes. For the S-box constructions we give in brackets the
amount of required random bits per stage.

Construction Fresh randomness Area

Insecure second-order DOM-dep [GMK16] GF (22) 12 bit
N/AGF (24) 24 bit

Fixed second-order DOM-dep GF (22) 16 bit
GF (24) 32 bit

Insecure second-order DOM AES S-box [GMK16] 84 bit (24/12/24/24) N/A
Fixed second-order DOM AES S-box 104 bit (32/16/32/24) 4.37 kGE
Optimized second-order DOM AES S-box 78 bit (24/18/12/24) 4.29 kGE

3.4 Discussion
In Table 1 we compare the randomness properties of the different constructions. As stated
by [GMK16], it requires 6/12 bits of fresh randomness for a GF (22)/GF (24) DOM-indep
multiplier. The insecure DOM-dep multiplier requires 12/24 bits of fresh randomness for
GF (22)/GF (24). The fixed version of the DOM-dep multiplier, which works with our fix,
requires 16/32 bits of fresh randomness. The amount of 84 bits for the whole insecure
S-box denotes to 24 bits in Stage 1, 12 bits in Stage 2, 2 × 12 = 24 bits in Stage 3, and
2 × 12 bits in Stage 4. When exchanging the DOM-dep multipliers in that design with our
fixed multipliers, the final construction leads to a randomness consumption of 104 bits,
implying an increase of 24%. More precisely, 32 bits of fresh randomness are now needed
in Stage 1, 16 bits in Stage 2, 32 bits in Stage 3 and 24 bits in Stage 4. Our optimized
second-order S-box design, which does not use any DOM-dep multipliers, has a lower
randomness consumption of 78 bits and also a slightly lower area (4.29 kGE) compared to
the originally proposed version.

4 COTG-based Design of AES
Using the S-box design described in Section 3 directly in a masked AES implementation
requires 15 600 bits of fresh randomness per encryption. In this section, we show how
a COTG-based concept inspired by [Dae17] can be used to reduce this number to only
3 200. In general, each S-box requires 78 bits for refreshing the multiplication terms in
the multipliers. Our main goal is to replace as many of these 78 bits by guards, i.e.,
shares of state bytes of another unrelated S-box, and use fresh randomness produced by an
RNG where necessary, such that in total, connecting an RNG producing 64 bits of fresh
randomness per cycle to the design is sufficient.

We give a general overview of our concept in Section 4.1. In Section 4.2, we give
more details on the exact COTG-based SubBytes operation for the shared plaintext. In
Section 4.3, we show how a similar concept applies to the key schedule. We verify the basic
assumptions made for our concept with Coco, as described in more detail in Section 6.

4.1 Overview
The AES round function can be divided into four smaller super boxes, mapping a 32-bit
input to a 32-bit output by applying SubBytes, MixColumns, AddRoundKey, and the
second SubBytes function. The four input bytes of a super box are the columns of the
state when viewed after ShiftRows. From a masking point of view, the non-linear SubBytes
operation processes each state byte individually but combines the share domains. In
contrast, the linear MixColumns operation combines the four state bytes of a super box
but does this for each share domain individually.
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Figure 2: Overview of the proposed COTG concept. The squares represent the 4x4 AES
state grouped in four super boxes (=the state after ShiftRows). For a specific state byte
(indicated by · ), the red arrow illustrates the other state bytes used as guards. In the
last stage, we sketch the MixColumns operation combining all bytes of a super box.

These considerations suggest some general constraints regarding a COTG-based AES
design. First, without COTG, the state bytes are kept isolated from each other until
MixColumns, while with COTG, other state bytes are mixed in during the SubBytes
operation in terms of randomness required by the multipliers. As noted by [BDZ20], this
could change the diffusion properties of the masked cipher in an unfavorable way, for which
we account with super box-wise resharing using fresh randomness before MixColumns
similar to [DSM22]. Second, on the level of a single S-box, we need to choose guards for
refreshing the multipliers such that they are always independent of the multipliers’ inputs.
This becomes even more complex considering that a multiplier input is usually just the
output of another multiplier from the previous stage, which again directly relates to the
guards used there.

Therefore, from the view of a single S-box (located in super box i) in our design we
make the following decisions regarding which other state bytes can be used as guards for
refreshing (we sketch this in Figure 2):

• MixColumns combines all state bytes of a super box, i.e., all guards used in all Stage
4 multipliers of the super box bytes are combined. Therefore, the guards need to
be chosen from the three foreign super boxes i+ 1, i+ 2, i+ 3. To avoid changing
diffusion properties, we refresh the inner-domain terms with fresh randomness.

• Taking the guards for Stage 4 from the three foreign super boxes leaves us with no
choice but to ensure that the multiplier inputs are related to the domestic super
box. The inputs are (a) the plain shares after the linear map (by default related to
domestic super box i) and (b) the output of the Stage 3 multiplier. By choosing
guards from the domestic super box i in combination with fresh randomness, we
get independence here as well. In order to obtain the independence even in the
presence of glitches, the inner-domain terms in Stage 3 are again refreshed with fresh
randomness.

• The inputs of the Stage 3 multiplier are the outputs of stages 1 and 2. However,
the guards of the Stage 3 multiplier are independent of any unmasked state byte
because they are combined with fresh randomness. Hence, we can simply choose
guards from the domestic super box for Stage 1 and guards from the neighbor super
box for stage 2.

4.2 COTG for SubBytes of Plaintext
Choice of guards for Stage 4. Stage 5 of our design computes the complete linear layer,
i.e., the inverse linear map, ShiftRows, MixColumns, AddRoundKey, and the linear map
of SubBytes of the next round. Each operation is applied exactly once per share and does
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Table 2: Assignment of guards and fresh randomness to refresh the inner- and cross-domain
terms of the DOM-indep multipliers in our design. The operator X[a : b] extracts the
bits in range from b to (including) a from a given binary word X. The 64 bits of fresh
randomness R given to the design in every cycle is arranged in rows R0, R1, R2, R3 of 16
bits each.

DOM-indep multiplier
1 2 3/1 3/2 4/1 4/2

z0
s

(i+1,j+1)
0

Ri[7:0]
s

(i+2,j+2)
2 [5:0]

⊕ Ri[5:0]
s

(i+3,j+3)
0 [5:0]
⊕ Ri[13:8]

s
(i,j+1)
0 [3:0] s

(i,j+2)
1 [7:4]

z1 s
(i,j+1)
0 [7:4] s

(i,j+3)
2 [3:0]

z2 Ri[7:0]
s

(i,j+2)
1 [3:0] s

(i,j+3)
2 [7:4]

z3 - - - -
z4 s

(i+2,j+2)
1

⊕ Ri[15:8] s
(i+1,j+2)
0

⊕ Ri[15:8]

- - - -
z5 - - - -
y0 - Ri[7:6] Ri[7:6] Ri[3:0] Ri[11:8]
y1 - Ri[15:14] Ri[15:14] Ri[7:4] Ri[15:12]
y2 - s

(i+2,j+3)
1 [1:0] - - - -

not combine shares of different domains. The linear mappings of the S-box mix the bits
of a share byte, and AddRoundKey combines the state bytes bitwise with unrelated key
material. MixColumns however combines the bytes of each super box in the design, or,
when viewed from a masking perspective, combines the refreshed multiplication terms
of the Stage 4 multipliers of the four super box bytes. Due to glitches, every masked
multiplication term can be observed individually, and thus, all their combinations. In order
to refresh these multiplication terms, which is done in the two DOM-indep multipliers
using z0, z1, and z2, we instantiate 24 bits of guards. As shown in Table 2, we use guards
of three different foreign super boxes with rotating share domains for this purpose. For
example, the Stage 4 multipliers of the first two super boxes use the following state bytes
as guards:

s(0,0) : s(0,1)
0 , s

(0,2)
1 , s

(0,3)
2 s(0,1) : s(0,2)

0 , s
(0,3)
1 , s

(0,0)
2

s(1,1) : s(1,2)
0 , s

(1,3)
1 , s

(1,0)
2 s(1,2) : s(1,3)

0 , s
(1,0)
1 , s

(1,1)
2

s(2,2) : s(2,3)
0 , s

(2,0)
1 , s

(2,1)
2 s(2,3) : s(2,0)

0 , s
(2,1)
1 , s

(2,2)
2

s(3,3) : s(3,0)
0 , s

(3,1)
1 , s

(3,2)
2 s(3,0) : s(3,1)

0 , s
(3,2)
1 , s

(3,3)
2

Rotating share domains means that we use share domain 0 for the first guard, share
domain 1 for the second, and share domain 2 for the third. We cannot use the same
guard domain, e.g., domain 0, for all guards because that would lead to many Stage 4
multiplication terms being refreshed with the same guard. By rotating the domains, every
state byte share is used exactly once in the Stage 4 multipliers. Assume that the guards
for an S-box are not distributed across super boxes, but that for super box i, we use
state bytes of the same domestic super box i. That implies that s(0,0) uses s(3,3)

2 , s(1,1)

uses s(3,3)
1 and s(2,2) uses s(3,3)

0 as a guard, and hence, in MixColumns, state byte s(3,3) is
unmasked. The same holds when super box i uses state bytes of the same foreign super
box. Therefore, the guards need to originate from three different foreign superboxes. At
the same time, it is important to note that every MixColumns operation combines shares
of exactly one share domain of each super box. For example, super box 0 uses guards from
super box 1, but all of share domain 0. That is important to prevent an attacker from
placing two probes in the MixColumns operations of different super boxes. Additionally,
we use the 64 bits of fresh randomness produced by the RNG to refresh the inner-domain
terms with y0 and y1.
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Similar to [DSM22], instead of refreshing the complete state (which would require
256 bits of fresh randomness), we align the 64 bits of fresh randomness into four rows
R0, R1, R2, R3 of 16 bits each such that the randomness is reused in every super box.

Choice of guards for Stage 3. The Stage 4 DOM-indep multipliers multiply (a) the
plain input shares of the S-box after the linear map, with (b) the output of the Stage 3
multipliers. The guards used in Stage 4 must be independent of both (a) and (b). In the
case of (a), independence between the plain input shares of a specific S-box and state bytes
of other super boxes is naturally given. In the case of (b), the independence is determined
by the output of the multipliers in Stage 3 and, therefore, by the guards used in Stage 3.
In Stage 3, 2 × 6 = 12 bits are required for refreshing cross-domain multiplication terms
(z0, z1, z2 in multipliers 3/1 and 3/2), and additionally, 2 × 4 bit are required for refreshing
inner-domain multiplication terms (y0, y1) to achieve that even in the presence of glitches,
the inputs to Stage 4 are independent. In total, this makes 20 bits, which can however be
reduced to 16 bits because, in the multiplier 3/1 and the multiplier 3/2, the same values
for y0 and y1 can be used.

In summary, we therefore need to come up with 16 bits of randomness per S-box.
Similar to Stage 4, we again arrange the 64 bits of fresh randomness generated in this
cycle by the RNG in four rows of 16 bits and re-use this randomness in every super box.
Verification with Coco reveals that while this is valid for inner-domain terms (y0, y1), the
cross-domain terms must be refreshed with unique randomness (z0, z1, z2).As shown in
Table 2, we use a trick to generate unique terms by combining the fresh randomness from
the RNG with guards taken from the domestic super box. For example, the multiplier 3/1
of the first two super boxes uses the following values for z0, z1, z2:

s(0,0) : s(2,2)
2 [5:0] ⊕R0[5:0] s(0,1) : s(2,3)

2 [5:0] ⊕R0[5:0]

s(1,1) : s(0,0)
2 [5:0] ⊕R1[5:0] s(1,2) : s(3,0)

2 [5:0] ⊕R1[5:0]

s(2,2) : s(1,1)
2 [5:0] ⊕R2[5:0] s(2,3) : s(0,1)

2 [5:0] ⊕R2[5:0]

s(3,3) : s(2,2)
2 [5:0] ⊕R3[5:0] s(3,0) : s(1,2)

2 [5:0] ⊕R3[5:0]

By doing so, the uniqueness of the term is given by Ri within the super box, and by the
guards across super boxes, and every Stage 3 multiplier in all S-boxes uses unique values
to refresh the multiplication terms. Similar to Stage 4, we perform share domain rotation
by using share 2 for the 3/1 multipliers and share 0 for the 3/2 multipliers in order to
achieve that within a super box, two different shares of a state byte are used as guards.

Choice of guards for Stage 2. The Stage 3 DOM-indep multipliers multiply the output of
the Stage 2 multiplier with the output of the Stage 1 multiplier. The guards used in Stage
3 are inherently independent of these because the randomness generated by the RNG in
Stage 3, which is used to mask the guards, is only used in that cycle. Therefore, the choice
of guards for stages 1 and 2 is relatively unconstrained as long as they are independent
of each other (otherwise, a DOM-dep multiplier would need to be used). In Stage 2, 18
bits are required for refreshing cross-domain multiplication terms (z0, z1, z2, z3, z4, z5) and
inner-domain multiplication terms (y0, y1, y2). Using an analysis with Coco, we find out
that for second-order probing security, z0, z1, z2, z3 can be re-used across super boxes, while
the rest of the values need to be unique. As shown in Table 2, we apply a similar trick
as in Stage 3 to generate this uniqueness: We use the fresh randomness generated by the
RNG, distribute it over the columns of the state, and re-mask it with guards as necessary
to obtain a unique random value. For example, the values used for refreshing in the Stage



Barbara Gigerl , Franz Klug , Stefan Mangard , Florian Mendel and Robert Primas 321

2 multipliers are:

s(0,0) : R0[7:0], s(1,2)
0 ⊕R0[15:8], s(2,3)

1 [1:0] s(0,1) : R0[7:0], s(1,3)
0 ⊕R0[15:8], s(2,0)

1 [1:0]

s(1,1) : R1[7:0], s(2,3)
0 ⊕R1[15:8], s(3,0)

1 [1:0] s(1,2) : R1[7:0], s(2,0)
0 ⊕R1[15:8], s(3,1)

1 [1:0]

s(2,2) : R2[7:0], s(3,0)
0 ⊕R2[15:8], s(0,1)

1 [1:0] s(2,3) : R2[7:0], s(3,1)
0 ⊕R2[15:8], s(0,2)

1 [1:0]

s(3,3) : R3[7:0], s(0,1)
0 ⊕R3[15:8], s(1,2)

1 [1:0] s(3,0) : R3[7:0], s(0,2)
0 ⊕R3[15:8], s(1,3)

1 [1:0]

Note that we again perform share domain rotation, i.e., every byte in a superbox uses
guards from two different domains.

Choice of guards for Stage 1. The Stage 2 DOM-indep multiplier multiplies the four
most significant bits of the Stage 1 multiplier output with the four least significant bits.
The 24 bits required for refreshing in the Stage 1 multiplier hence need to be chosen
independently of the guards in Stage 2. Analysis with Coco reveals that in this situation,
the values for z0, z1, z4 and z5 need to be unique, while z2 and z3 can again be re-used
across super boxes. As shown in Table 2, for z2 and z3 we use a byte of fresh randomness
from the RNG, which is re-used once per super box. For z4 and z5 we use another byte
of fresh randomness from the RNG, which is also re-used once per super box, but made
unique by re-masking with a guard from the domestic super box. For z0 and z1 we need a
unique value as well, however, the 16 bits of randomness available are already used up,
and therefore, we directly use as a guard a state byte from the same domestic super box.
For example, the values used for refreshing in the Stage 1 multipliers are:

s(0,0) : s(1,1)
0 , R0[7:0], s(2,2)

1 ⊕R0[15:8] s(0,1) : s(1,2)
0 , R0[7:0], s(2,3)

1 ⊕R0[15:8]

s(1,1) : s(2,2)
0 , R1[7:0], s(3,3)

1 ⊕R1[15:8] s(1,2) : s(2,3)
0 , R1[7:0], s(3,0)

1 ⊕R1[15:8]

s(2,2) : s(3,3)
0 , R2[7:0], s(0,0)

1 ⊕R2[15:8] s(2,3) : s(3,0)
0 , R2[7:0], s(0,1)

1 ⊕R2[15:8]

s(3,3) : s(0,0)
0 , R3[7:0], s(1,1)

1 ⊕R3[15:8] s(3,0) : s(0,1)
0 , R3[7:0], s(1,2)

1 ⊕R3[15:8]

4.3 COTG for SubWord of Key Schedule
In our AES design, we use the same shared S-box design for the key as for the plaintext.
Masking the key schedule using COTG is however much simpler than for the plaintext
because only four key bytes are transformed using SubWord, which is comprised of four
S-boxes, and no MixColumns operation is performed during the key schedule (c.f. Figure 3).
Therefore, we first identify key state bytes that cannot be used in a straightforward way
as guards in the SubWord operation of the key schedule, that are, the set of key bytes
combined with each SubWord input byte. This set includes the SubWord input bytes
k(0,3), k(1,3), k(2,3), k3,3 themselves, and then for each byte, the three other key bytes added
to the S-box output later in the key schedule. For example, for k(0,3) we do not use
k(3,0), k(3,1), k(3,2) as guards. In Figure 3, we mark the key bytes not used as guards for a
specific S-box with stripes of the respective color.

For each of the four input bytes, we can then simply assign the remaining key state
bytes as guards for the respective S-box and perform share-domain rotation on that.
Using this technique, we can obtain the second-order probing security of the construction.
An adversary placing two probes in the same S-box of the key schedule cannot probe a
complete sharing of a guard byte because per S-box, at most one share of a guard is used.
With two probes in two different S-boxes, an adversary can therefore at most probe two
out of three shares.

The RNG connected to the AES design produces 64 bits of fresh randomness per cycle
for encrypting the plaintext. However, in Stage 5 of computing the S-box for the plaintext,
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Figure 3: (a) The AES key schedule. We mark the input bytes of SubWord with colors,
and hatch the key state bytes which are later combined with a specific input byte.
(b) The assignment of guards for the S-boxes of the key schedule.

no fresh randomness is required because only linear operations are performed, and we can
use the 64 bits of fresh randomness produced in that cycle for refreshing the key schedule.
We distribute the 64 bits over the four S-boxes, such that we add 16 distinct bits per S-box.
By that, we can keep the refreshing of plaintext and key completely independent of each
other, which is also important for probing security across multiple rounds, as discussed in
Section 6.

5 Architecture
Masked AES hardware implementations either follow a serial or a parallel design paradigm.
Serial AES designs instantiate the S-box once, which is fed with a new state or key byte
every clock cycle. Most existing masked AES designs in literature focus on serial designs,
including [DSM22, GMK16, Sug19, MPL+11, BGN+14, BGN+15, ADN+22], which is
suitable for low-area, low-power purposes, but less for high throughput or low latency
[UMHA16]. Super box-serial designs instantiate four S-boxes that are fed with a new
super box every clock cycle and therefore provide a higher performance at the cost of area.
Parallel or round-based AES designs instantiate the S-box 20 times, 16 inside SubBytes
and 4 inside KeyExpand, which enables even higher performance at the cost of area. Our
design follows a parallel architecture, as we use the AES implementation of the OpenTitan
project as a basis. OpenTitan includes a first-order masked AES with a fully-parallel
data path in order to achieve higher performance, but also because parallel architectures
increase the noise in a system, which makes SCA harder [low23].

We give a sketch of our design in Figure 4. It takes 50+1 cycles to encrypt a block of 16
plaintext bytes. One cycle in the beginning is needed because the key schedule is started 1
cycle earlier than the processing of the plaintext in our design, such that the round key
used in AddRoundKey for a specific round always comes from the key state registers. The
linear map of our S-box design is now computed in the fifth stage of a round, which means
the state registers of our implementation do not store the plain AES state but the state in
the normal basis. We connect a Trivium RNG [Can06] to our design in order to further
analyze the area overhead caused by utilizing multiple RNGs. We choose Trivium only as
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Figure 4: Architecture of our second-order AES implementation. Pipeline stages are
sketched with gray lines, inputs and outputs are marked in turquoise, and terms used for
refreshing the S-box multipliers (guards and fresh randomness) are printed in purple.

an example that can, in practice, be replaced by any other RNG producing randomness
at a sufficient quality. Our Trivium implementation provides 64 bits of fresh randomness
per clock cycle. The randomness produced in the first four cycles of a round is consumed
by the plaintext encryption (256 bits), and the randomness produced in the fifth cycle is
consumed by the key schedule (64 bits). Our design requires 320 bits of fresh randomness
per round, or 3 200 bits for 10 rounds.

5.1 Implementation and Comparison
We implement our design and obtain area measures using Cadence Genus Synthesis Solution
19.11-s087_1 for synthesis. All data is collected for a UMC 64 nm process and is expressed
in 2-input NAND gate equivalents. The area of one NAND gate is 1.44µm2. In Table 3a,
we give details about the area consumption of our AES design, which is in total 102 kGE.
Two-thirds of the total area is attributed to the S-box instances for the plaintext/data,
followed by the S-box instances for the key schedule. Since, to the best of our knowledge,
our design is currently the only second-order parallel AES design, any direct comparison
on cipher-level to related work is not possible. [ADN+22] provide a first-order parallel
AES design with a 5-cycle S-box requiring 102.4 kGE, which is about the same as our
second-order design. However, the comparison is not fair because the design does not use
any online randomness at all, and the gate libraries as well as design compilers do not
match.

On S-box level, we compare our design to related work in literature, as shown in
Table 3b. However, it must be noted that these implementations use different CMOS
libraries and design compilers, and therefore, the comparison only serves as a rough point
of reference. Our optimized S-box design requires 4.3 kGE, which is slightly less (-0.1 kGE)
than the fixed version of [GMK16], in which we include the fixed DOM-dep multipliers.
Compared to the original versions of [GMK16], the area consumption of our design has
not changed significantly. [SBB+22] and [NGPM22] propose S-box designs with a much
lower latency than ours (1 cycle) but also with a higher area consumption. Gross et al.
[GIB18] construct another DOM-S-box design focused on low-latency (2 cycles) without
dual-rail logic, which however has a higher overhead in area and randomness than our
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Table 3: Evaluation and comparison of our design in terms of area (* including control
logic for COTG)

Module Area
[%] [kGE]

DOM-AES with COTG
Data SubBytes 62% 63.7
Key SubWord 15% 15.7
MixColumns 3% 2.8
Control logic, state registers, etc 20% 19.8
Total AES 100% 102

(a)
2nd-order AES

S-box
Area
[kGE]

Latency
[cycles]

Rand.
[bits]

CMOS
library

[CBR+15] 7.8 6 126 NanGate 45nm
[CRB+16] 3.8 5 162 NanGate 45nm
[GIB18] 57.1 2 4446 UMC 90nm
[NGPM22] 14.8 1 51 UMC 65nm
[SBB+22] 11.4 1 108 N/A (40nm)
[GMK16] 5.3 8 54 UMC 180nm
[GMK16] (insecure) 5.7 5 84 UMC 180nm
[GMK16] (fixed) 4.4 5 104 UMC 65nm
This work 4.3 5 78 UMC 65nm

(b)

Module Area
[%] [kGE]

DOM-AES with COTG,
1 Trivium instance

AES* 87% 102
Trivium instance 5% 5.2
Outer control logic 8% 9.4
Total 100% 116.6

DOM-AES without COTG,
7.5 Trivium instances

AES 68% 96.9
Trivium instances 25% 35.7
Outer control logic 7% 10.4
Total 100% 142.1
DOM-AES with fixed DOM-dep,

10 Trivium instances
AES 65% 115.1
Trivium instances 30% 51.7
Outer control logic 5% 9.4
Total 100% 176.2

(c)

design. The five-cycle S-box proposed by [CRB+16] has a slightly lower area than our
design but requires more than twice as much randomness.

In Table 3c, we compare our design with COTG to two versions of the design without
COTG, connected to multiple instances of the Trivium RNG. This comparison highlights
how important the reduction of randomness in a masked design is to achieve area efficiency.
We evaluate our DOM-AES design using COTG, to which we connect a single Trivium
instance, providing 64 bits of fresh randomness per clock cycle. The whole design requires
116.6 kGE, and the RNG makes 5% of the total area. We compare this to a version of our
design where we do not use COTG but exclusively use fresh randomness for refreshing in
the S-boxes, which consequently requires 7.5 Trivium instances. The total design area is
142.1 kGE, thus, represents an overhead of 22%. In a third scenario, we analyze the area
consumption of the original DOM-AES design using our fixed DOM-dep multipliers. Here,
10 Trivium instances necessary, which consume 30% of the total design area, which is
176.2 kGE and represents an overhead of about 50% compared to our design using COTG.
The area of the AES core has an overhead of 13% by using the DOM-dep multipliers
instead of the smaller DOM-indep multipliers. Note that our AES design provides plenty
of further possibilities for optimization, which would eventually reduce the area even more,
including the elimination of the extensively used control logic for COTG. Additionally,
instead of placing multiple Trivium instances, the Trivium state update function can
further be unrolled to save area, as described in [CMM+23].

5.2 Application to other use-cases
Despite our decision to follow a parallel (round-based) design concept, the proposed concept
for COTG can easily be carried over to serial and super box-serial architectures. The
choice of guards stays the same; only the distribution of the randomness supplied by the
RNG slightly changes. In a parallel design, all four super boxes are computationally in the
same pipeline stage p in a specific cycle, and the 64 bits of fresh randomness are sent to
that stage. In a super box-serial design, super box 0 would be in stage p, but super box 1
would be in stage p− 1. Hence, one can send the 64 bits of fresh randomness to stage p
for super box 0 and to stage p− 1 for super box 1. Similar considerations are possible for
a serial design, although an RNG supplying less than 64 bits would be sufficient.

While we focus on the second-order case, the proposed techniques can theoretically
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also be applied to higher-order (d > 2) DOM-protected AES implementations. To do
so, one needs first to replace the DOM-dep multipliers in the S-box with DOM-indep
multipliers, which requires adding even more fresh randomness per DOM-indep multiplier.
Next, independent state bytes need to be identified, which can be used as guards in each
S-box stage, similar to what is done in this work. We expect that this analysis, which is
not trivial and becomes harder the higher the masking order, needs to be done individually
for every order, while some knowledge, e.g., about the general dependency of state bytes,
can be re-used from the second-order case.

The applicability of the concept to other ciphers, potentially protected by techniques
other than DOM, highly depends on the concrete construction and requires a more in-depth
individual analysis. For example, we expect that a similar technique can be applied to
Ascon [DEMS21], and obtaining a COTG-based concept might be even less complex since
DOM-masked Ascon implementations are available without using DOM-dep multipliers
[GM17].

6 Security Evaluation
In this section, we elaborate on the security of our second-order DOM-AES implementation
using COTG. First, we provide a formal security analysis of the design for which we use the
formal verification tool Coco [GHP+21]. Second, we provide a practical security analysis
by porting the circuit to an FPGA and showing that no leakage could be detected using
TVLA with up to 100 million traces.

6.1 Formal verification setup
In this work, we use Coco [GHP+21] for formally verifying our design in the time-
constrained probing model. The original purpose of Coco is to verify masked software
implementations directly on the CPU netlist by incorporating control signals originating
from the software execution. Given that Coco operates on gate-level netlists, it can also
be used directly to verify masked hardware circuits with control logic, as demonstrated in
[HB21]. To apply Coco, our design is first synthesized with Yosys [Wol16] to obtain such
a gate-level netlist. We simulate the design to obtain values for control signals generated
by the state machine in our design for the verification. Additionally, labels are assigned to
the circuit inputs in order to indicate their purpose (share of a sensitive variable, fresh
randomness, or unimportant/control signal). We further add some small modifications
to Coco for our needs. For example, the original version of Coco constructs one SAT
equation per sensitive bit in the circuit and then uses the incremental CaDiCaL SAT
solver [BFFH20] to solve the equations in a sequential order. More precisely, the solver
first checks the equation of the first sensitive bit and then uses the learned clauses for the
remaining ones. Incremental SAT solving however comes with a certain overhead, e.g., for
storing the learned clauses, and we found out that for our second-order hardware designs,
the amount of re-usable learned clauses is so small that incremental solving does not pay
off. Therefore, we use a parallel solver that solves all SAT equations individually but at
the same time in parallel. We therefore adapt the Coco backend such that it uses the
Kissat [BFFH20] solver. All experiments are executed on a machine with 88 CPU cores
with 500 GB of RAM, such that approximately one CPU core is available per SAT formula.

6.2 Formal security of the design
In order to evaluate the security of our design, we follow a multi-step approach. First,
we formally verify the second-order security of the S-box, treating the 78 input bits for
refreshing the multipliers as fresh randomness first. Second, we take a look at the security
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of the design for one round on super box-level, including the usage of guards for refreshing,
and formally verify it for both the key schedule and plaintext using Coco. Finally, we
comment on the situation for the later rounds.

Formal verification of the S-box. As a first step, we formally verify with Coco that
our proposed fix for the second-order DOM-dep multipliers is secure. For that, we create a
GF (22) and a GF (24) DOM-dep multiplier implementation in System Verilog and verify
the security in the time-constrained probing model for both implementations, which takes
a few seconds. We then focus on the S-box construction proposed in Section 3.3, which
does however not use the fixed DOM-dep multipliers to save randomness, which we verify
for six cycles. We mark the three input shares (eight bits each) as sensitive values and
the 78 bits of randomness for refreshing, which we all mark as uniformly random. Coco
confirms the second-order security of our S-box implementation in the time-constrained
probing model after running for approximately 1.5 days.

Formal verification of COTG for SubWord of key schedule. In order to formally verify
one round of the key schedule using COTG, we label the three shares of the complete
128-bit key state as sensitive variables. During the computation of SubWord, these will
be used as guards for refreshing. Additionally, we mark the 64 bits of fresh randomness
required by the key schedule in Stage 4 of the S-boxes. With Coco, we can confirm the
probing security of the construction computing four S-boxes in parallel over one round
in 2 days and 18 h. This involves solving one SAT formula per unshared key bit, i.e., 128
SAT formulas in parallel. Not every SAT formula needs the same amount of time to solve,
for example, the formulas of key bits that are not processed by SubWord are solved very
quickly (in 2 s), while it takes up to the indicated 2 days and 18 h to check the security of
key bits processed by the S-box.

One of the goals when constructing our design was to keep the refreshing terms used in
the key schedule and plaintext isolated from each other to allow for easier security analysis.
That is, no randomness or guards for refreshing are used in both the key schedule and the
processing of the plaintext, and the only meeting point is AddRoundKey. Processing of
the plaintext does not require fresh randomness in Stage 5 where the linear operations are
done, but still, the RNG produces 64 bits of fresh randomness in that cycle, which we use
for refreshing the key state after SubWords, impeding to probe key bytes in two different
rounds.

Formal verification of COTG for SubBytes of plaintext. Compared to verification of
the key schedule, verification of the COTG-based concept for the plaintext is much harder
due to more complex dependencies between the state bytes. First, 16 S-boxes are computed
in parallel instead of only four, and the guards used for these S-boxes are at the same
time sent through their own S-box, where other guards are used. Second, we are using a
combination of guards and fresh randomness for refreshing the multipliers connected by
the ⊕ operation. Due to these two aspects, verifying a complete round for the complete
128-bit state becomes computationally infeasible.

Therefore, we constrain the verification to super boxes 0 and the first byte of super
box 1 (s(0,1)), i.e., we mark the whole 128-bit state of the AES as sensitive but disable the
S-box computation for (s(1,2), s(2,3), s(3,0)) and the bytes of the super boxes 2 and 3. This
should not affect the verification of super box 0 since, in the first three stages, every super
box uses guards only from the same or neighbor super box. Using this setup, we verify
the construction for the first three stages, including the resharing phase of Stage 4. In
Section 4.2, we discuss that inputs to Stage 4 are independent of each other, which allows
to start the verification after Stage 3, assuming independent input shares. We verify the
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design beginning with the integration phase in Stage 3 until the end of Stage 5, including
MixColumns, which is completed successfully.

An attempt to verify a complete round at once was not conclusive, as the verification
has been running for 55 days, and no leak has been found yet, but the security for all bits
could not be confirmed either. The formula for the 88 bits not sent through S-boxes, which
are only used as guards, could be solved within seconds, for further five bits we could
confirm probing security after 37, 40, 41, 47, and 48 days respectively, but the confirmation
for the remaining bits is still open.

Security across several rounds. As described above, our COTG-based design is consid-
ered to be probing secure for one round. Although we do not make any security claim
beyond one round, our practical evaluations indicate that multiple rounds of our imple-
mentation are also secure due to the refreshing performed at two points in the design at
the end of every round. First, we add 64 bits of fresh randomness before MixColumns by
performing column-wise resharing. Second, AddRoundKey refreshes the complete 128-bit
state of the cipher with state-independent key material. The key is completely independent
of the state because of the strict separation of guards and fresh randomness for the key
schedule and plaintext. However, after two rounds, the key shares and the state cannot
be considered completely independent anymore because of the AES key schedule. More
concretely, the key bytes are initially completely independent of each other. After executing
one round of the key schedule, every key byte will at least depend on one other key byte,
the guards used in the S-box, and some randomness. Even though this might lead to a
small bias, our practical evaluations using TVLA confirm that this bias is not observable
nor exploitable in practice.

6.3 Experimental Verification
In the last section, we discuss the outcome of the formal analysis, which indicates that our
design is also second-order secure in the presence of glitches. Since formal verification is
limited to less than one round of the design, we show practical evidence for the proposed
statements for multiple rounds by porting the design to an FPGA in this section.

Evaluation setup. We perform practical evaluations using a first-, second- and third-order
t-test on the NewAE CW305 Artix-7 FPGA evaluation board connected to a PicoScope
6404C at 625 Ms/s sampling rate (1.6 ns sampling interval). The hardware design operates
at a clock frequency of 1.5625 MHz, which was chosen as a fraction of the sampling rate. To
reduce the noise level, we synchronize the clocks between the FPGA and the oscilloscope
and apply a preprocessing step to provide the equal alignment of traces. We implement
our complete AES design, including the Trivium RNG as shown in Figure 4, along with
some outer control logic used to send and receive data via the USB interface. The
implementation receives three shares for the 128-bit plaintext, three shares of the 128-bit
key, and a key-IV-pair to initialize the Trivium RNG. The Trivium RNG is initialized once
in the beginning and produces 64 bits of fresh randomness per cycle during the encryption.
In order to show whether or not a masked implementation exhibits first-order leakage,
we follow the standard method and perform Welch’s t-test following the guidelines of
Goodwill et al. [GJJR11]. The basic idea of the test is to create a random and a fixed set
of measurements, one representing the power consumption of the design when processing a
random input and one when processing a fixed (constant) input. In order to determine if
there are statistically significant differences in the mean power consumption of the two
trace sets, one can compute Welch’s t-score. The null hypothesis is that both trace sets
have equal means, which can be rejected with a confidence greater than 99.999% if the
t-score exceeds ±4.5. This implies that the trace sets can be distinguished from each other.
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(d) 3rd-order t-test
Figure 5: Experimental analysis of our masked AES using 100 million traces.
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Figure 6: 1st-order t-test with RNG off and no initial sharing (two shares of plaintext and
two shares of key are zeros) using 100 000 traces.

A first-order univariate t-test investigates distinguishably on the basis of the mean (first
statistical moment) of the trace sets, a second-order univariate t-test uses the variance
(second statistical moment) and a third-order univariate t-test uses the third statistical
moment.

Discussion. To conduct a first-order, second-order, and third-order t-test, we choose a
constant key, for which we generate a new valid sharing for every trace. For the fixed trace
set, we set the input plaintext to zero and generate a new valid sharing for every trace of
the fixed set. For the random set, we choose all three plaintext shares randomly for every
trace. The fixed and random sets are recorded in an interleaved manner, and the RNG is
enabled during our measurements. We measured the complete AES encryption, i.e., 10
rounds, as shown in a sample power trace in Figure 5a. The results of the first-order and
second-order t-test are given in Figure 5b and Figure 5c. We did not observe evidence for
first- or second-order leakage with up to 100 million traces, as the t-score never crosses the
±4.5 threshold. As shown in Figure 5d, we recorded third-order leakage as expected. The
t-score exceeded the ±4.5 threshold during the initial AddRoundKey, where the overall
noise level is expected to be very low. Since the key schedule starts one cycle before the
processing of the plaintext, during the initial AddRoundKey, the processing of the data
has not yet started, and the SubWord of the key schedule is only computing the linear
mapping. No significant other computations are performed, leading to a low noise level.

To verify the soundness of our setup and to demonstrate that our countermeasure is
effective, we show the t-test results of the design without supplying fresh randomness in
Figure 6. This means we disable the RNG and the initial sharing of plaintext and key,
i.e., two shares of the plaintext and two shares of the key are all zeros. As expected, after
100 000 traces, the design clearly showed first-order leakage.
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7 Conclusion
In this work, we presented a second-order masked hardware design of the AES with an
improved latency-randomness tradeoff. The resulting round-based (parallel) DOM-masked
AES design works with three shares, has a latency of 5 cycles per round, and requires 3 200
random bits per encryption, which can smoothly be delivered by an RNG producing 64
bits of fresh randomness per cycle. The core of our AES design is a masked 5-cycle S-box
which requires 78 bits of fresh randomness. We show how randomness can be reused across
S-box instances using the COTG technique. We give formal security proofs, conduct an
empirical evaluation using TVLA on an FPGA, and compare the implementation cost in
terms of area consumption.
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