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ABSTRACT

Crowd-selection is essential to crowdsourcing applications, since

choosing the right workers with particular expertise to carry out

specific crowdsourced tasks is extremely important. The central

problem is simple but tricky: given a crowdsourced task, who is

the right worker to ask? Currently, most existing work has mainly

studied the problem of crowd-selection for simple crowdsourced

tasks such as decision making and sentiment analysis. Their crowd-

selection procedures are based on the trustworthiness of workers.

However, for some complex tasks such as document review and

question answering, selecting workers based on the latent category

of tasks is a better solution.

In this paper, we formulate a new problem of task-driven crowd-

selection for complex tasks. We first develop a bayesian gener-

ative model to exploit “who knows what” for the workers in the

crowdsourcing environment. The model provides a principle and

natural framework for capturing the latent skills of workers as well

as the latent categories of crowdsourced tasks. The inference of

the latent skills of workers is based on past resolved crowdsourced

tasks with feedback scores. We assume that the feedback scores

can illustrate the performance of the workers for the tasks. We then

devise a variational algorithm that transforms the latent skill infer-

ence with the proposed model into a standard optimization prob-

lem, which can be solved efficiently. We verify the performance

of our method through extensive experiments on the data collected

from three well-known crowdsourcing platforms for question an-

swering tasks such as Quora, Yahoo ! Answer and Stack Overflow.

1. INTRODUCTION
In recent years, crowdsourcing techniques [18] have attracted a

lot of attention due to their effectiveness in real-life applications.

They tackle the tasks including image tagging [19], decision mak-

ing [12, 16] and natural language processing, which are hard for

computers, but relatively easy for human workers. Some successful
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crowdsourcing examples for question answering tasks that appear

include Quora [23], Yahoo ! Answer [5] and Stack Overflow [1],

where users submit questions and get answers from the crowd. Us-

ing crowdsourcing techniques, these tasks can be solved well by

human workers.

Despite the success of crowdsoucing techniques, the crowd-selection

still remains challenging. Earlier approaches usually focus on the

problem of crowd-selection for simple tasks where the selection

procedure is based on the trustworthiness of workers [12, 7, 16, 31,

2]. However, in many cases, the task-driven crowd-selection is a

better solution. Consider a question answering task t, “What are the

advantages of B+ Tree over B Tree?”. The existing crowd-selection

procedure may not work in this case. Since the trustworthy workers

may not be skilled in the area of computer science, therefore, they

may not be able to answer this question.

In this paper, we formulate a new problem of task-driven crowd-

selection. We focus on addressing the following three challenging

issues.

• Crowd Modeling. We extend the crowd modeling from single-

dimensional trustworthiness to multi-dimensional skills for

task-driven crowd-selection. Thus, we model the strength-

s and weaknesses of workers on latent category of tasks.

However, the existing latent skill models [28, 33] based on

Multinomial distribution1 are difficult to apply to our prob-

lem. The skill values on the latent categories are normalized

to one for the property of Multinomial distribution. Thus, the

skills of workers on specific latent categories cannot be com-

parable. For example, the latent skills of worker wi is (CS

0.9, Math 0.1) and the latent skills of worker wj is (CS 0.8,

Math 0.2). Given a CS-based task above, the existing mod-

els select wi since its skill value on CS is higher. However,

it might be that wj is better on CS while wj solves more

Math-based tasks. Thus, the skill value of their models can-

not infer the strengths and weaknesses of workers on specific

latent categories. We propose a novel crowd model to tackle

this problem.

• Latent Skill Inference. The probabilistic inference for the

latent skills of workers is based on the past resolved tasks.

The existing inference approaches are either based on the

content of tasks [28, 33, 32] or answer consistency with other

workers [19]. However, we argue that the skills of workers

are not necessarily related to the number of their resolve tasks

or the difference between their answers and others. We con-

sider the feedback score of the resolved tasks to illustrate the

1http://en.wikipedia.org/wiki/Multinomial_
distribution
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latent skills of workers. We argue that the feedback score is

a better quality measure for the job done by workers. Nowa-

days, the feedback score has been widely used in crowd-

sourcing platforms such as the satisfactory rate in Amazon

Mechanical Turk 2 and Crowdflower 3 , and the thumbs-up

in Question Answering System like Quora, Yahoo ! Answer

and Stack Overflow. We propose a novel latent skill infer-

ence method based on resolved tasks with feedback scores.

• Incremental Crowd-Selection. The crowdsourced tasks are

always in quantity and arriving in high speed. Therefore, it

is time consuming for latent category inference of the crowd-

sourced tasks in batch. In this work, we first devise a bayesian

model that builds a latent category space and infers the skill-

s of workers on that space based on the past resolved tasks.

Next, we propose an incremental latent category inference

algorithm that projects the newly coming tasks into the ex-

isting latent category space. Then, we can select the workers

who are skilled in these categories to solve the tasks.

In this paper, we propose a bayesian model for task-driven crowd-

selection. Our contributions are summarized as follows:

• We first propose the problem of task-driven crowd-selection

for crowdsourced tasks.

• We propose a novel crowd model for modeling the skills

on latent category space that enables the task-driven crowd-

selection. The model also makes the skills of workers on

specific latent task categories become comparable.

• We make the use of the feedback scores of the resolved tasks

for latent skill inference. We consider the the feedback scores

as the quality measure of the job done by the workers.

• We devise a variational algorithm that transforms the com-

plex latent skill inference problem into a high-dimensional

optimization problem, which can be solved efficiently.

• We develop an incremental crowd-selection algorithm that

chooses the right workers for coming crowdsourced tasks in

the real time.

• We evaluate our algorithm on the data collected from three

well-known crowdsourcing applications Quora, Yahoo ! An-

swer, and Stack Overflow. For all datasets tested, we show

that the quality of the selected workers based on our crowd

model is more superior to that of other existing worker mod-

els including TSPM [8] and DRM [28].

Organizations. The rest of the paper is organized as follows.

Section 2 gives an overview of the architecture of our method. Sec-

tion 3 surveys the related works. Section 4 presents our bayesian

model for task-driven crowd-selection. Section 5 introduces a vari-

ational algorithm for our proposed model. We present the incre-

mental crowd-selection procedure in Section 6. We report the ex-

perimental results in Section 7 and conclude the paper in Section 8.

2. OVERVIEW
In this section, we give an overview of the architecture for task-

driven crowd-selection.

We illustrate the architecture of our task-driven crowd-selection

system in Figure 1. The core component of our system is crowd

2https://www.mturk.com/
3http://crowdflower.com/

Figure 1: An Architecture for Task-Driven Crowd-Selection

manager. The main functionalities of crowd manager are laten-

t skill inference for workers and choose the right crowd for giv-

en crowdsourced tasks. The crowd model is stored in the crowd

databases which support crowd insertion, crowd update and crowd

retrieval. The red lines show the process of latent skill inference for

workers as well as build latent category space for tasks, which is

based on resolved tasks with feedback scores. The crowd databas-

es are then updated. The blue line show the process of task-driven

crowd-selection. Given a coming crowdsourced task, the crowd

manager first projects it into the built latent category space. Nex-

t, the crowd manager returns the workers online as the candidate

crowd for this task. The crowd manager then ranks the workers

who are skilled in this task. The top ranked workers are chosen

for solving the task. After that, the task dispatcher distributes this

task to the selected workers. Finally, the system keeps collect the

answers return by the selected workers.

In summary, our task-driven crowd-selection system can auto-

matically ask the right crowd to process the crowdsourced tasks.

The system is able to incrementally project the coming tasks to the

existing latent category space such that the workers can be chosen

in the real time. In the following sections, we present the idea and

the methods of implementing this task-driven crowd-selection sys-

tem.

3. RELATED WORK
Crowdsourcing has been widely used to solve challenging prob-

lems by human intelligence in comprehensive areas. Some suc-

cessful applications that appear include CrowdDB [6], Qurk [14],

CrowdSearch [29], HumanGS [15] and CDAS [12].

Recently, the crowdsourcing techniques have been applied in

several research areas such as database management, machine learn-

ing and information retrieval. The crowdsourcing techniques on en-

tity resolution were studied in [24, 26]. CrowdScreen [16] applied

the crowdsourcing techniques in decision making. Guo et al. [9]

and Venetis et al. [21] studied the problem of finding maximum

element in the crowdsourcing databases. In [20], Trushkowsky et

al proposed a method for crowdsourced enumerated query. In [4],

Davidson et al proposed the top-k and group-by queries on crowd-

sourcing databases. Kaplan et al [11] aimed to select the right ques-

tion for planing queries. Zhang et al [30] reduced the uncertainty

for schema matching using crowdsourcing techniques. Marcus et

al [13] studied the count query with the crowd. Park et al [17] aimed

to find a best query query plan for crowdsourced data. Welinder et

al [25] and Gao et al [7] proposed crowdsourcing based online al-

gorithm to find the ground truth. Wu et al [27] studied the query
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Worker

Latent Category

c1 c2

w1 0.3 2.5

w2 3.4 1.1

w3 4.7 1.1

w4 4.7 0.5

w5 1.8 0.5

w6 2.4 2.7

w7 3.7 0.3

Table W

Worker Feedback

Score

w1 0

w2 3

w3 4

w4 4

w5 2

w6 2

w7 3

Task

Latent 

Category

c1 c2

t 0.9 0.1

Table C

Table S

Task Text

t What are the advantages of B+ Tree over B Tree?

Table T

Vocabulary Model

Figure 2: An Example of Generating Feedback Scores

processing over sensitive crowdsourced data.

The problem of crowd-selection is still the key component in

these crowdsourcing applications, which has been studied in [12, 2,

3, 7]. However, these existing methods choose the crowd based on

the trustworthiness of the workers, which may not be effective for

complex crowdsourced tasks. In this paper, we study the problem

of task-driven crowd-selection. We extend the crowd model from

single-dimensional trustworthiness to multi-dimensional skills and

propose a bayesian model for the skill variance of workers.

The most related works are TSPM [8] and DRM [28] for model-

ing the skills of workers. However, these methods model the skills

of workers based on Multinomial Distribution, which we argue its

limitation that it cannot distinguish the strengths and weaknesses

of workers on specific latent category of the crowdsourced tasks

in Section 1. In our experimental studies, we also show that the

crowd-selection based on our novel crowd model outperforms both

TSPM and DRM.

4. A BAYESIAN MODEL FOR TASK-DRIVEN

CROWD-SELECTION
In this section, we present a bayesian model to infer the laten-

t skills for workers as well as build the latent category of tasks

for task-driven crowd-selection. The model exploits “who knows

what” based on resolved tasks with feedback scores. Specifically,

we calculate the posterior distribution of all possible worker skill-

s, and find the most probable one with the maximum probability.

Intuitively, this model best explains the feedback scores for the re-

solved tasks.

We start by illustrating an example of generating feedback scores

on the jobs for a crowdsourced task, illustrated in Figure 2. After

that, we introduce some basic notions and notations in Section 4.1,

and define the problem in Section 4.2. Then, we present a gen-

erative process for task-driven crowd-selection in Section 4.3 and

define the bayesian model in Section 4.4. We give a summary of

notions and notations in Table 1.

Consider a question answering task “What are the advantages of

B+ Tree over B Tree?” from Quora in Figure 2. We give the latent

categories of this task in Table C. We assume that the vocabularies

of this task are generated by its latent categories and the language

model. The language model is vocabulary distribution over laten-

t task categories. We can see that seven workers answered this

question task and returned their answers. The latent skills of the

workers are given in Table W and the feedback scores for their an-

swers are given in Table S. The feedback scores are the number of

thumbs-up for their returned answers in Quora. We assume that the

feedback scores for the workers are proportional to their skills (i.e.

S ≈ WCT ). For instance, the feedback score of worker w3 can be

interpreted as w3
1 × c1 + w3

2 × c2 = 4.7× 0.9 + 1.1× 0.1 ≈ 4.

Table 1: Summary of Notations

Notation Meaning

T A collection of N tasks {t1, . . . , tN}

W Latent skills of M workers {w1, . . . , wM}

C Latent categories on N tasks {c1, . . . , cN}
A Task assignment {a11, . . . , aij , . . . , aMN}
S Feedback scores {s11, . . . , sij , . . . , sMN}
L Number of vocabularies in the task

vjp The p-th vocabulary in task tj
zjp Latent category of vocabulary vjp in task tj
wi Latent skills of a worker wi = {wi

1, . . . , w
i
K}

cj Latent categories of a task cj = {cj1, . . . , c
j
K}

Σc,νc Prior for latent category

Σw,νw Prior for worker skill

β
z
j
p

Prior for vocabulary

4.1 Notation
In this section, we introduce the notation used in the paper.

4.1.1 Crowdsourced Task T

The crowdsourced task tj is represented as a bag of vocabularies

tj = {(v1,#v1), (v2,#v2), . . ., (vL,#vL)} where #vp is the

number of vocabulary vp in task tj and L is the number of vocab-

ularies. For example, the task tj in Figure 2 can be represented

as tj = {(advantage, 1), (B, 1), (B+, 1), (over, 1), (tree, 2),
(what, 1)}. We denote a collection of N crowdsourced tasks as T .

4.1.2 Latent Task Category C

The latent category of a task tj is considered as a probability

distribution cj = {cj1, c
j
2, . . . , c

j
K} where K is the number of la-

tent categories. We consider that c
j
k is the probability of task tj in

category ck. The sum of the probability of a task tj on the latent

categories is c
j
1+c

j
2 . . .+c

j
K = 1. For example, the latent category

of task tj in Figure 2 is cj = {cj1, c
j
2} = {0.9, 0.1}. We consider a

collection of latent category of N crowdsourced tasks as C.

4.1.3 Latent Worker Skill W

The latent skills of worker wi on K categories is wi = {wi
1,

wi
2, . . ., wi

K} where wi
k is a positive real number illustrating the

ability of the worker on the latent category ck. For example, the

latent skills of workers w2 is {w2
1, w

2
2} = {3.4, 1.1} and the latent

skills of worker w1 is {w1
1, w

1
2} = {0.3, 2.5}. For latent category

c1 based task, employing w2 is a better choice. On the other hand,

the performance of w2 is better on c2 based task. We denote a

collection of the latent skills of M workers as W . We explain the

inference of W in Section 4.3.

4.1.4 Task Assignment A

The task assignment A is a N × M binary matrix where the

entry aij indicates the assignment of task tj to worker wi (i.e. aij

can be either 0 or 1). In this paper, we assume that a task can be

assigned to more than one worker and a worker can have multiple

tasks. For example, the assignment of task tj and worker w1 is

a1j = 1 in Figure 2. The task assignment A can be incremented

when new tasks are resolved or new workers are involved in the

crowdsourcing environment.

4.1.5 Task Feedback Score S
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The task feedback score S is a N×M matrix where the entry sij
indicates the score of the job done by worker wi on task tj . For ex-

ample, the feedback score of worker w2 on task tj is 3 in Figure 2.

The range of feedback score depends on the specific crowdsourcing

applications. Here, we introduce two types of feedback scores used

in this work.

• Best Answer. We consider the best answer as the feedback to

illustrate the quality of answers in Yahoo ! Answer. The best

answer is given by the question asker. Consider a resolved

question answering task tj . For the worker wi receives best

answer, the feedback score on the work is sij = 1. For

other workers, we define feedback scores for them based on

Jaccard distance between their answers and the best answer

where 0 ≤ skj ≤ 1 and k ̸= i.

• Thumbs-up. We regard thumbs-up as the feedback to illus-

trate the quality of answers in both Quora and Stack Over-

flow. The thumbs-up for answers are given by the users

of Quora and Stack Overflow. We consider the number of

thumbs-up as the feedback score sij .

4.2 Problem Definition
We now formulate the problem of task-driven crowd-selection as

follows:

Given a task tj , how to choose the right online workers who

are skilled in solving the task? We build a bayesian model based

on resolved crowdsourced task (T,A, S) such that the following

computational issues are effectively addressed: (1) For the coming

task tj , it can be projected to the latent category space cj of our

model. (2) After solving the task, the skills of workers involved

can be updated. Thus, the task-driven crowd-selection is based on

the strengths of workers on the latent category of the task wi(cj)T .

The top-k crowd-selection is to find a subset R of k workers such

that

R = arg max
|R|=k

∑

i∈R

w
i(cj)T (1)

where (cj)T is a transposed vector of latent category cj .

4.3 A Generative Process
In this section, we illustrate the generative process for the feed-

back scores on the task-driven crowd-selection. For brevity, we

show the generative process of the feedback scores S = {s11, . . .,

sNM} based on N crowdsourced tasks T = {t1, t2, . . ., tN} and

M workers W = {w1, w2, . . ., wM}.

Now, we denote a set of model parameters ϕ = {W , Σw, C,

Σc, τ , βc}. The parameters W and Σw are the prior for latent

worker skill while C and Σc are the prior for latent task category.

The parameter τ is variance between the feedback score and the

predictive performance of the workers. The parameter βc is the

language model that generates the vocabularies of the task based on

latent category c. We outline the generative process in Algorithm 1.

4.3.1 Generating Latent Worker Skill W

For the latent skills of worker wi ∈ W , we assume that the skills

on the latent categories are generated from a Normal distribution,

given by

w
i ∼ Normal(µw,Σw)

∼ 1

(2π)K/2|Σw|1/2
exp{−1

2
(wi − µw)

T
Σ

−1
w (wi − µw)}

(2)

where µw is the mean of the skills on latent categories and Σw

is the correlation of skills on latent categories. It is a generalized

way to model the skills on latent categories while a special way is

to assume the independence of skills on latent categories. In that

case, Σw is a diagonal matrix.

4.3.2 Generating Latent Task Category C

For the latent category of task tj ∈ T , we assume that cj is

generated from a Normal distribution, given by

c
j ∼ Normal(µc,Σc)

∼ 1

(2π)K/2|Σc|1/2
exp{−1

2
(cj − µc)

T
Σ

−1
c (cj − µc)}

(3)

where µc is the latent category distribution for all the crowdsourced

tasks. The parameter Σc is the correlation of latent category distri-

bution for all the crowdsourced tasks.

4.3.3 Generating Task Vocabulary V

For the latent category of vocabulary vjp in task tj , we assume zjp
is generated from a discrete distribution, given by

z
j
p ∼ Discrete(logistic(cj))

∼ exp(cjk)
∑K

k=1 exp(c
j
k)

. (4)

where logistic(cj) is a logistic function that transforms the latent

category cj to a discrete distribution.

Based on the latent category zjp, the vocabulary is generated from

a discrete distribution, given by

v
j
p ∼ β

z
j
p
= p(vjp|β, z

j
p) (5)

where β is a vocabulary distribution over latent categories. The

parameter β is used as the language model to generate the vocabu-

laries of all the crowdsourced tasks.

4.3.4 Generating Task Feedback Score S

For the feedback score sij on the task tj assigned to the worker

wi, we assume that sij is generated from a Normal distribution,

given by

sij ∼ Normal(wi(cj)T , τ)

∼ 1

τ
√
2π

exp{− (sij − wi(cj)T )2

2τ2
} (6)

where the parameter τ is the variance of the Normal distribution.

The product wi(cj)T is the predictive performance of worker wi

on the task tj .

We now present the details of the generative process for the feed-

back scores S on the crowdsourced task T in Algorithm 1. Algo-

rithm 1 generates the skills of workers by Normal distribution with

parameters µw and Σw from Line 1 to Line 3. Next, Algorithm 1

generates latent categories for the crowdsourced tasks by Normal

distribution with parameters µc and Σc in Line 5. The latent cat-

egory of the vocabulary zjp is generated by a discrete distribution

with logistic function based on cj in Line 7. Then, the vocabular-

ies of task tj is generated by the language model β and the latent

category for vocabularies zj in Line 8. After that, Algorithm 1 gen-

erates the feedback scores S on the workers for the tasks T from

Line 1 to Line 15. The feedback score is generated by Normal

distribution based on the predictive performance of workers on the

task wi(cj)T . Finally, Algorithm 1 returns the feedback score S in

Line 16.
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Algorithm 1 Generating feedback scores for resolved tasks

Input: A set of tasks T , task assignment A, a set of model

parameters ϕ = {W , Σw, C, Σc, τ , βc}
Output: Feedback scores S

1: for each worker wi ∈ W do

2: Choose skills wi by Equation 2.

3: end for

4: for each task tj ∈ T do

5: Choose latent category cj by Equation 3

6: for each vocabulary vjp ∈ tj do

7: (a) Choose a latent category zjp by Equation 4

8: (b) Choose the text for vocabulary vjp by Equation 5

9: end for

10: end for

11: for each crowdsourced task tj ∈ T do

12: for each employed worker wi ∈ Aj do

13: Generate feedback score sij by Equation 6

14: end for

15: end for

16: return feedback scores S

4.4 Model Definition
In the previous discussion, we described a generative process for

the feedback scores on the crowdsourced tasks. We now formally

define a bayesian model that represents the underlying joint distri-

bution over the vocabularies of tasks V and the feedback scores of

tasks S.

Given a set of model parameters ϕ = {µw, Σw, µc, Σc, τ , β},

and task assignment A, we factorize the joint distribution over V

and S, given by

p(V, S|A,ϕ) =

∫

C

∫

W

p(W |µw,Σw)p(C|µc,Σc)p(Z|C)

× p(V |Z,β)p(S|WC
T
, τ)dCdW

where

p(W |µw,Σw) =
∏

wi∈W

p(wi|µw,Σw),

p(C|µc,Σc) =
∏

cj∈C

p(cj |µc,Σc),

p(Z|C) =
∏

tj∈T

L
∏

p=1

discrete(logistic(cj)),

p(V |Z) =
∏

tj∈T

L
∏

p=1

β
z
j
p
,

p(S|WC
T
, τ) =

∏

tj∈T

∏

aij=1

p(sij |w
i(cj)T , τ),

and p(wi|µw,Σw), p(c
j |µc,Σc), discrete(logistic(cj)), βz

j
p

, and

p(sij |w
i(cj)T , τ) are defined from Equation 2 to Equation 6, re-

spectively. For brevity, we omit the conditional part of the joint

distribution p(V, S|A,ϕ) and abbreviate it to p(V, S) in the rest of

this paper.

Based on the model, the problem of worker skill estimation prob-

lem can be transformed into a probabilistic inference problem, name-

ly, finding the maximum a posterior (MAP) configuration of the

worker skill W and latent task category C conditioning on the re-

solved tasks (V, S). That is to find

(W ∗
, C

∗
, Z

∗) = arg max
W,C,Z

p(W,C,Z|V, S) (7)

where p(W,C,Z|V, S) is the posterior distribution of W and C

given collected resolved tasks (V, S). However, it is difficult to

compute the joint posterior distribution of W and C,

p(W,C,Z|V, S) =

∫

ϕ

p(W,C,Z,ϕ|V, S)dϕ (8)

where

p(W,C,Z,ϕ|V, S) =
p(W,C,Z,ϕ, V, S)

∫

W,C,Z,ϕ
p(W,C,Z,ϕ, V, S)dWdCdZdϕ

.

This distribution is intractable to compute due to the coupling be-

tween the model parameters in ϕ. To tackle this problem, we de-

velop an efficient and effective approximation in the next section.

5. A VARIATIONAL ALGORITHM
In this section, we propose a variational algorithm to approxi-

mate the distribution p(W,C,Z|V, S) defined in Equation 8. The

basic idea of our variational algorithm is to approximate the distri-

bution p(W,C,Z|V, S) using a variational distribution q(W,C,Z)
that is tractable for the maximization over W , C and Z in Equa-

tion 7.

5.1 Family of Variational Distributions
We restrict the variational distribution to a family of distributions

that factorize as follows:

q(W,C,Z) =

M
∏

i=1

q(wi)

N
∏

j=1

(q(cj)

L
∏

p=1

q(zjp)).

Then, we further require the distribution in this family to take the

following parametric form:

q(W,C,Z|λw, νw,λc, νc,φ)

=
M
∏

i=1

q(wi|λi
w, diag((ν

i
w)

2))
N
∏

j=1

(q(cj |λj
c, diag((ν

j
c )

2))

×
L
∏

p=1

q(zjp|φ
j
p)),

where

q(wi|λi
w, diag((ν

i
w)

2)) = Normal(λi
w, diag((ν

i
w)

2)),

q(cj |λj
c, diag((ν

j
c )

2)) = Normal(λj
c, diag((ν

j
c )

2)),

q(zjp|φ
j
p) = discrete(φj

p).

diag(·) is a diagonal matrix where the entries outside the main di-

agonal are all zero. Here λi
w, diag((νi

w)
2), λj

c, diag((νj
c )

2), φj
p

are variational parameters. For brevity, we denote the collection of

variational parameters as ϕ′ = {λw, diag(ν
2
w),λc, diag(ν

2
c ),φ}
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in the rest of the paper. Thus, the inference for W , C, and Z in

Equation 7 can be simplified as follows:

(W ∗
, C

∗
, Z

∗)

= [argmax
w1

q(w1), . . . , argmax
wM

q(wM ),

argmax
c1

q(c1), . . . , argmax
cN

q(cN ),

argmax
z1

q(z1), . . . , argmax
zN

q(zN )]

= [arg max
λ1
w,diag((ν1

w)2)
q(w1), . . . , arg max

λM
w ,diag((νM

w )2)
q(wM ),

arg max
λ1
c,diag((ν

1
c )

2)
q(c1), . . . , arg max

λN
c ,diag((νN

c )2)
q(cN ),

argmax
φ1

q(z1), . . . , argmax
φN

q(zN )].

5.2 Stationary Points of L(q)

The goal of the variational algorithm is to find the variational dis-

tribution that is close to the true posterior p(W,C,Z|V, S). This is

equivalent to optimizing the variational parameters ϕ′ with respect

to some distance measure, given by

ϕ
′ = argmax

ϕ′
D(q(ϕ′)||p(W,C,Z|V, S))). (9)

In this work, we adopt the Kullback-Leibler (KL) divergence which

is commonly used to measure the difference between two distribu-

tions. It is defined as

KL(q||p) =

∫

ϕ′

q(ϕ′) log
q(ϕ′)

p(W,C,Z|V, S)
dϕ

′

where KL divergence is a function of the variational parameters

λw, diag(ν2
w), λc, diag(ν2

c ), φ. However, directly optimizing the

KL divergence is infeasible because the KL divergence involves the

term p(W,C,Z|V, S), which is intractable.

Instead, we solve an equivalent maximization problem, whose

objective function is defined as

L(q) =

∫

ϕ′

q(ϕ′) log
p(W,C,Z, V, S)

q(ϕ′)
dϕ

′

= Eq[log p(W |µw, diag(ν
2
w))] + Eq[log p(V |Z,β)]

+ Eq[log p(C|µc, diag(ν
2
c ))] + Eq[log p(Z|C)]

− Eq[log p(W |λw, diag(ν
2
w))]− Eq[log p(Z|φ)]

− Eq[log p(C|λc, diag(ν
2
c )] + Eq[log p(S|WC

T
, τ)].

The expectations are taken with respect to the variational distribu-

tion q(·|·) and subscripts denote the variational parameters involved

in the expressions.

The equivalent between these two optimization problem can eas-

ily be seen as their objective functions sum up to a constant

KL(q||p) + L(q) = log p(V, S).

However, it is difficult to compute the expected log probability of

p(Z|C) in Equation 5. To preserve the lower bound of L(q), we

upper bound the log normalize with a Taylor expansion, given by

Eq[log p(Z|C)] = Eq[Z
T
C]− Eq[log(

K
∑

k=1

exp{Ck})]

≥ Eq[Z
T
C]− ε

−1(
K
∑

k=1

Eq[exp{Ck}])

+ 1− log ε = E
′

q[log p(Z|C)].

where ε is a new variational parameter. Thus, we replace the term

Eq[log p(Z|C)] with E′

q[log p(Z|C)] in L(q) and obtain a lower

bound of L(q), denoted as L′(q).
In order to maximize the objective function L(q), we take the

derivatives of its lower bound L′(q) with respect to the variational

parameters λw, νw, λc, νc, φ, ε, and set these derivatives to zeros.

∇ϕ′L′(q) = (
∂L′(q)

∂λw
,
∂L′(q)

∂νw
,
∂L′(q)

∂λc
,
∂L′(q)

∂νc
,
∂L′(q)

∂φ
,
∂L′(q)

∂ε
) =

−→
0 .

For clarity, we put all the derivations in Appendix 10.1. We report

the solutions to the optimization problem by

λ
i
w = (Σ−1

w +
1

τ2

∑

tj :aij=1

((λj
c)

T
λ
j
c + diag((νj

c )
2)))−1

× (Σ−1
w µw +

1

τ2

∑

tj :aij=1

sijλ
j
c), (10)

(νi
w,k)

2 = (
∑

tj :aij=1

(λj
c,k)

2 + (νj
c,k)

2

τ2
+ Σ

−1
w,kk)

−1
, (11)

φ
j
p ∝ exp(λj

c,v +
1

L

T
∑

j=1

L
∑

p=1

1[vjp = v] log βc,v), (12)

εj =

K
∑

k=1

exp(λj
c,k +

(νj
c,k)

2

2
), (13)

for all i = 1, . . . ,M , k = 1, . . . ,K, and v = 1, . . . , V .

However, L′(q) is not amenable to analytic maximization with

respect to λj
c and νc. Thus, we use the conjugate gradient algorithm

with derivative

∂L′(q)

∂λ
j
c

= (Σ−1
c +

1

τ2

∑

wi:aij=1

(λi
w(λ

i
w)

T + diag((νi
w)

2)))λj
c

+ Σ
−1
c µc +

1

τ2

∑

wi:aij=1

sijλ
i
w + Lφ

j

− 1

εj
exp{λj

c +
(νj

c )
2

2
} (14)

∂L′(q)

∂ν
j
c,k

= (
∑

wi:aij=1

(λi
w,k)

2 + (νi
w,k)

2

τ2
+ Σ

−1
c,kk)(ν

j
c )

2

− 1

εj
exp{λj

c +
(νj

c )
2

2
} (15)

for all j = 1, . . . , N and k = 1, . . . ,K.

5.3 Optimization Procedure
Based on the estimated stationary points, we optimize the model

parameters ϕ = {µw,Σw, µc,Σc, τ,βc,v} in this section.

We take the derivative of the lower bound L′(q) with respect to

the model parameters ϕ, and set these derivatives to zeros.

∇ϕL
′(q) = (

∂L′(q)

∂µw
,
∂L′(q)

∂Σw
,
∂L′(q)

∂µc
,
∂L′(q)

∂Σc
,
∂L′(q)

∂τ
,
∂L′(q)

∂βc,v
) =

−→
0 .

For clarity, we put all the derivations in Appendix 10.2. We re-

port the solutions to the optimization problem by
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Algorithm 2 Iterative Optimization Algorithm

Input: a set of task assignments A, a set of resolved tasks

(W,T,R),a limit on the number of iterations nmax

Output: variational parameters ϕ′ and model parameters ϕ

1: n ← 0
2: repeat

3: (a) Given ϕ, update ϕ′ according to Equations (10)-(15)

4: (b) Given ϕ′, update ϕ according to Equations (16)-(21)

5: n ← n+ 1
6: until L′(q(n))− L′(q(n−1)) ≤ ε or n > nmax

7: return ϕ′ and ϕ

µw =
1

M

M
∑

i=1

λ
i
w (16)

Σw =
1

M

M
∑

i=1

(diag((νi
w)

2) + (λw − µw)(λw − µw)
T )(17)

µc =
1

N

N
∑

j=1

λ
j
c (18)

Σc =
1

N

N
∑

j=1

(diag((νj
c )

2) + (λc − µc)(λc − µc)
T ) (19)

τ
2 =

1

|A|

∑

aij=1

{s2ij + (λi
w)

T
diag((νj

c )
2)λi

w

+ (λj
c)

T
diag((νi

w)
2)λj

c − 2sij(λ
i
w)

T
λ
j
c

+ ((λi
w)

T
λ
j
c)

2 + Tr(diag((νi
w)

2)diag((νj
c )

2))} (20)

βk,v ∝
T
∑

j=1

L
∑

p=1

φ
j
p,k1(v

j
p = v) (21)

for all s = 1, . . . ,K and v = 1, . . . , V .

We present our optimization method in Algorithm 2. Algorith-

m 2 iteratively updates the variational parameters ϕ′ and model

parameters ϕ in Lines 3 and 4 until the objective function becomes

convergent. The objective function L′(q) can be persistently im-

proved by variational algorithm, stated in [22]. Because the value

of L′(q) is finite, Algorithm 2 is guaranteed to converge with a

finite number of iterations.

6. CROWD-SELECTION ALGORITHM
In this section, we introduce our crowd-selection algorithm based

on bayesian model.

Given a new crowdsourced task tj , we want to estimate its latent

category such that the workers skilled in cj can be selected. We first

compute its variational parameters λj
c and νj

c under our bayesian

model with parameters {µc,Σc,βk,v}. The estimation procedure

is similar to Algorithm 2, but the terms depending on worker skil-

l and feedback scores are removed. Thus, we compute its latent

category using conjugate gradient algorithm with derivative

∂L′(q)

∂λ
j
c

= Σ
−1
c λ

j
c + Σ

−1
c µc + Lφ

j − 1

εj
exp{λj

c +
(νj

c )
2

2
} (22)

∂L′(q)

∂ν
j
c,k

= Σ
−1
c,kk(ν

j
c )

2 − 1

εj
exp{λj

c +
(νj

c )
2

2
} (23)

Algorithm 3 Task-Driven Crowd-Selection Algorithm

Input: A task tj , worker skill W , model parameters ϕ, number of

workers k, a limit on the number of iterations nmax

Output: A set of selected workers R

1: n ← 0
2: repeat

3: (a) Update variational λj
c and νj

c by Equations (22)-(23)

4: (b) Update φj and εj by Equations (12)-(13)

5: until n > nmax

6: Sample cj ∼ Normal(λj
c, ν

j
c )

7: Choose selected workers R by Equation 1

8: return selected workers R

and the update for φj and εj are given in Equations 12 and 13.

We now present the details of the task-driven crowd-selection in

Algorithm 3. Given a new task tj and model parameters ϕ, Algo-

rithm 3 selects top-k workers R for this task. In the first phrase,

Algorithm 3 computes the variational parameters λj
c and νj

c for the

latent category of task tj from Line 2 to Line 5. The latent category

for task tj is sampled by a Normal distribution with mean λj
c and

variance νj
c in Line 6. In the second phrase, Algorithm 3 chooses

a set of workers R based on worker skill W and latent category cj

by Equation 1 in Line 7. Finally, Algorithm 3 returns the selected

workers R in Line 8.

7. EXPERIMENTAL STUDY
In this section, we evaluate the performance of our algorithms.

All the algorithms, including those we compared within the exper-

iments, were implemented in Java (we will release all our source

codes if the paper is published) and tested on machines with Win-

dows OS, Intel(R) Core(TM2) Quad CPU 2.66Hz, and 60GB of

RAM memory.

7.1 Datasets
We collect the data from three well-known crowdsourcing appli-

cations Quora, Yahoo ! Answer and Stack Overflow. Some statis-

tics of the datasets are reported in Table 2.

7.1.1 Quora

We gathered our Quora dataset through web-based crawls be-

tween August and early September 2012. We limited these crawls

to 10 requests/second to minimize the impact on Quora4.

We start our crawls using 100 randomly selected questions. The

crawls follow a BFS pattern through the related questions link for

each question. In total, we collect 444,000+ unique questions. Each

question page contains a complete list of answers, and the respon-

dent and voters for each answer. As shown in Table 2, this question-

based crawl produced 444,000+ unique questions, 887,000+ unique

answers, and 95,000+ unique users who answered a question. For

each answer, we consider the number of thumbs-up voted by the

crowd as the quality measure.

7.1.2 Yahoo ! Answer

We collect our Yahoo ! Answer dataset5 through its API from

Jan, 2012 onwards. In total, we collect 8866,000+ unique ques-

tions. On the average, each question has around three respondents.

4http://www.quora.com/
5http://answers.yahoo.com/
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Table 2: Statistics of Real Datasets
Dataset Total Questions Total Users Total Answers

Quora 444k 95k 887k

Yahoo ! Answer 8866k 1004k 26903k

Stack Overflow 83k 15k 236k

We also crawl the best answer for each question from Yahoo ! An-

swer, which is used to mark the best answerer. As shown in Ta-

ble 2, the API-based crawl produced 8866,000+ unique questions,

26903,000+ unique answers, and 1004,000+ unique users who an-

swered a question.

7.1.3 Stack Overflow

We download the Stack Overflow dataset from the website6. This

dataset containing the questions and the related answerers posted

between February 18, 2009 and June 7, 2009. For each answer of a

question, the Stack Overflow provides the score of the answer. We

consider the answer with the highest score as the best answer. The

statistics of the dataset is given in Table 2.

7.2 Experimental Settings
We detail the experimental settings in this subsection, including

the algorithm for comparison, the measures we use to assess the

performance of the algorithms.

7.2.1 Algorithms for Comparison

We compare our task-driven crowd-selection algorithm, denoted

as TDPM (Task-Driven Probabilistic Model), to several state-of-

the-art algorithms such as Vector Space Model (VSM), Dual Role

Model (DRM) [28] and Topic Sensitive Probabilistic Model (TSP-

M) [8].

• VSM. The VSM algorithm selects the workers based on the

cosine similarity between the crowdsourced task and the his-

torical tasks resolved by the workers. Consider tj as a bag of

vocabularies for the given task defined in Section 4.1. Then,

we define tiw as a bag of vocabularies of the task resolved by

worker wi where tiw =
⋃

tj :aij=1 t
j . The ranking score of

worker wi is given by

ŝij =
(tj)T tiw

√

(tj)T tj
√

(tiw)T tiw
.

where the numerator (tj)T tiw is a dot product of vocabulary

vectors tj and tiw.

• DRM. The DRM algorithm models the skills of workers as

a Multinomial distribution. Then it carries out the estima-

tion using Probabilistic Latent Semantic Analysis [10] for

skills of worker wi as well as the latent category of the task

cj . Given a crowdsourced task tj , the crowd-selection of

DRM on workers is proportional to the predictive perfor-

mance wi(cj)T .

• TSPM. The TSPM algorithm also models the skills of work-

ers as a Multinomial distribution. The estimation of worker

skill wi and latent category of the task cj are based on La-

tent Dirichlet Allocation. Similarly, the crowd-selection of

TSPM on workers is based on the predictive score of workers

on task tj which is wi(cj)T .

6http://www.ics.uci.edu/˜duboisc/
stackoverflow/

However, the sum of weights on the skills of all workers are nor-

malized to one (i.e.
∑K

k=1 w
i
k = 1) because the property of Multi-

nomial distribution. We argue that their models can not compare

the skills of workers on a specific latent category (i.e. wi
k > w

j
k ?).

We devise another model-based approach to tackle this problem.

7.2.2 Job Quality Assessment

We assess the performance of our algorithm by two measure-

ments: precision and recall.

We employ the formula ACCU to measure the precision of the

crowd-selection algorithms, which is also used in DRM [28] and

TSPM [33]. ACCU is defined as the ratio of the rank of the right

worker to the total number of candidate workers. The formula of

ACCU is given by

ACCU =
|R|−Rbest − 1

|R|− 1

where R is the set of selected workers and Rbest is the rank of right

worker in R. We consider the rank of the best answerer as Rbest

in Yahoo ! Answer while we regard the rank of the worker with

highest score as Rbest in Quora and Stack Overflow.

We propose to use TopK to measure the recall of the crowd-

selection algorithm. The TopK is defined as the ratio of the number

of times that the rank of right worker is less than K to the total

number of crowdsourced tasks N . The formula of TopK is given

by

TopK =
|{tj |Rj

best ≤ K}|

N
.

In this experiment, we evaluate the recall of the crowd-selection

algorithms using Top1 and Top2.

7.3 Performance Results
We report and discuss the performance results of our TDPM,

with VSM, TSPM and DRM, for each of the three datasets as fol-

lows.

7.3.1 Performance on Quora

For Quora dataset, we first extract the group of workers based on

their participation in solving tasks. We denote the group of workers

who solve more than n tasks in Quora as Quoran. For example,

Quora3 is a group of workers who solve more than three tasks

in Quora. Quora1 consists of all the workers in Quora. In this

experiment, we extract nine groups of workers for testing, denoted

as Quora1, Quora2, . . ., Quora9.

To analyze the extracted groups, we define task coverage of a

group to be the ratio of the number of distinct task solved to the

total number of tasks. We illustrate task coverage of the groups

by varying the task participation threshold in Figure 3(a). We also

show the size of the groups by varying the task participation thresh-

old in Figure 3(b). We can see that the task coverage of Quora5

is above 0.92 while the number of workers in Quora5 is around

30,000+ (only one third of the total workers). We can conclude

the size of the group with high task participation threshold is small

and the crowd-selection from these groups can achieve high task

coverage.

Then, we test the performance of the crowd-selection algorithms

on different groups. For fairness, we randomly choose 10k ques-

tions for each group where the right worker for each testing ques-

tion must be in the group.

The running time of the algorithms in Quora for Top1 and Top2

crowd-selection are illustrated in Figures 4(a) and 4(b). We can

see that the running time of all the algorithms increase with respect
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Table 3: Precision of Crowd-Selection Algorithms in Quora (The Best Score in Bold)

Algorithm Quora1 Quora5 Quora9

/Category 10 20 30 40 50 10 20 30 40 50 10 20 30 40 50

VSM 0.859 0.873 0.881

TSPM 0.935 0.936 0.936 0.935 0.935 0.945 0.946 0.947 0.946 0.946 0.953 0.953 0.952 0.953 0.953

DRM 0.936 0.935 0.936 0.936 0.935 0.945 0.946 0.945 0.946 0.948 0.952 0.952 0.954 0.952 0.953

TDPM 0.945 0.948 0.950 0.951 0.951 0.957 0.959 0.961 0.961 0.962 0.962 0.965 0.966 0.966 0.966

Table 4: Recall of Crowd-Selection Algorithms in Quora (The Best Score in Bold)

Algorithm Quora1 Quora2 Quora3 Quora4 Quora5

/TopK 1 2 1 2 1 2 1 2 1 2

VSM 0.733 0.887 0.737 0.891 0.74 0.894 0.743 0.897 0.745 0.899

TSPM 0.882 0.957 0.866 0.939 0.848 0.918 0.831 0.9 0.814 0.882

DRM 0.882 0.956 0.866 0.937 0.844 0.916 0.829 0.9 0.815 0.883

TDPM 0.8906 0.963 0.877 0.944 0.868 0.928 0.852 0.912 0.852 0.912
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Figure 3: Statistics of the Crowd in Quora

to the groups of workers who participate more. This is because

the questions answered by active workers are usually popular and

attract more workers. Thus, the running cost for selecting right

workers increases. We also observe that the running time increases

slowly for DRM, TSPM and our TDPM since the estimation of

latent category of the given task is the main computation cost.

Now, we investigate the effectiveness of the crowd-selection al-

gorithms. For the Quora dataset, we set the number of latent task

category k = 10, 20, 30, 40, and 50, respectively. We demonstrate

the precision of the crowd-selection algorithms in Table 5 and the

recall in Table 6.

We show the precision of the crowd-selection algorithm on three

groups Quora1, Quora5 and Quora9 by varying the number of

latent categories from 10 to 50 in Table 5. We can observe that the

precision of our algorithm is more superior to the other three algo-

rithms on all the number of latent categories set. We can also find

that the precision of all the algorithms increases when we select the

crowd from more active workers (i.e. we select the workers from

the group Quoran). Then, we conclude that the active workers are

usually the providers of the best answers. For all the algorithms

based on the latent category, we notice that the precision increases

and then becomes convergent when we add the number of latent

categories.

We illustrate the recall of the algorithms for Top1 and Top2 Crowd-

Selection on five groups in Table 6. We can see that both Top1 and

Top2 recall of our algorithm is superior than other algorithms for

all groups tested. We can also notice that the TopK recall of all

the algorithms decreases with respect to the groups of workers who

participate more. As mentioned, the questions answered by active

workers are popular and the number of workers increases. Thus,

the Topk crowd-selection becomes uncertain and the TopK recall

of all algorithms decreases in Table 6.
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Figure 4: Running Time of Crowd-Selection Algorithms in

Quora

7.3.2 Performance on Yahoo ! Answer

For Yahoo ! Answer dataset, we extract five groups of workers

for testing, denoted as Y ahoo10, Y ahoo15, . . ., Y ahoo30.

We illustrate task coverage of the groups by varying the task par-

ticipation threshold in Figure 5(a). We also demonstrate the size

of the groups by varying the task participation threshold in Fig-

ure 5(b). We can see that the task coverage of Y ahoo30 is around

0.93 while the number of workers in Y ahoo30 is around 100k (only

one tenth of the total workers).

We also randomly choose 10k questions for testing. The run-

ning time of the algorithms in Yahoo ! Answer for Top1 and Top2

crowd-selection are illustrated in Figures 6(a) and 6(b). We can see

that the running time of all algorithms increase for the questions

answered by more active workers.

Now, we validate the precision of the crowd-selection algorithms

in Table 5 and the recall in Table 6. We report the precision of the

crowd-selection algorithms on Y ahoo10, Y ahoo15 and Y ahoo20
with respect to the number of latent categories. Compared with

Quora, we find the precision of the crowd-selection algorithms on

Yahoo ! Answer converges faster on the number of latent cate-

gories. The precision of VSM is much lower in Table 5. This is

because the questions in Yahoo ! Answer are very short compared

with the questions in Quora. We show the Top1 and Top2 recal-

l of the crowd-selection algorithms on Y ahoo10, Y ahoo15, . . .,

Y ahoo30 in Table 6. Both Top1 and Top2 recall of the crowd-

selection algorithm decrease for the questions selected for more

active workers.

7.3.3 Performance on Stack Overflow

For Stack Overflow dataset, we extract five groups of workers

for testing denoted as Stack1, Stack3, . . ., Stack12.
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Table 5: Precision of Crowd-Selection Algorithms in Yahoo ! Answer (The Best Score in Bold)

Algorithm Y ahoo10 Y ahoo15 Y ahoo20
/Category 10 20 30 40 50 10 20 30 40 50 10 20 30 40 50

VSM 0.665 0.676 0.685

TSPM 0.855 0.849 0.848 0.847 0.847 0.884 0.879 0.878 0.877 0.877 0.905 0.900 0.899 0.899 0.899

DRM 0.846 0.847 0.847 0.847 0.847 0.877 0.878 0.877 0.877 0.877 0.898 0.900 0.8992 0.900 0.898

TDPM 0.945 0.947 0.948 0.949 0.949 0.965 0.969 0.970 0.969 0.970 0.981 0.984 0.984 0.984 0.985

Table 6: Recall of Crowd-Selection Algorithms in Yahoo ! Answer (The Best Score in Bold)

Algorithm Y ahoo10 Y ahoo15 Y ahoo20 Y ahoo25 Y ahoo30
/TopK 1 2 1 2 1 2 1 2 1 2

VSM 0.518 0.721 0.515 0.717 0.511 0.708 0.504 0.702 0.496 0.693

TSPM 0.695 0.833 0.655 0.810 0.644 0.805 0.637 0.802 0.626 0.795

DRM 0.655 0.823 0.636 0.815 0.629 0.811 0.628 0.809 0.626 0.809

TDPM 0.823 0.908 0.815 0.904 0.811 0.903 0.809 0.901 0.809 0.901
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Figure 5: Statistics of the Crowd in Yahoo ! Answer

We show task coverage of the groups by varying the task partici-

pation threshold in Figure 7(a). We illustrate the number of workers

in the groups by varying the task participation threshold in Fig-

ure 7(b). We can find that the task cover of Stack12 is around 0.9

while the number of workers in Stack12 is less than 5k (only one

sixth of the total workers).

We randomly choose 1k questions for testing. The running time

of the algorithms in Stack Overflow for Top1 and Top2 crowd-

selection are illustrated in Figures 8(a) and 8(b). We can see that

the running time of all algorithm increase more rapidly than the

running time in Quora and Yahoo ! Answer. This is because that

there are more workers providing answers for popular questions in

Stack Overflow.

We now show the precision of the crowd-selection algorithms

in Table 7. We observe that the precision of crowd-selection algo-

rithms increases quickly when we select active workers. We con-

clude that this is because the users in Stack Overflow usually trust

the workers with high reputation such that the active workers are

more likely to get best score. We also find that the precision of

VSM algorithm is competitive in Table 7. This is because that we

use the wisely labeled tags of the questions for vocabularies of the

tasks. We illustrate the Top1 and Top2 recall of the crowd-selection

algorithms in Table 8. We can notice that the Top1 and Top2 recall

of crowd-selection algorithms in Stack Overflow is lower than the

recall in other two datasets when we select the workers for more

popular questions. We argue that this is because the popular ques-

tions in Stack Overflow attract more workers to solve them.

7.3.4 Conclusion on Performance Comparison

In conclusion, the results in Sections 7.3.1, 7.3.2, and 7.3.3

show that TDPM consistently attains high crowd-selection quality

in terms of both precision and recall. Compared with the state-of-

the-art algorithms, our TDPM algorithm benefits from two aspects
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Figure 6: Running Time of Crowd-Selection Algorithms in Ya-

hoo ! Answer

new worker skill model and task feedback score. The new work-

er skill model makes the skills of workers on latent task categories

become comparable. We also utilize the task feedback score which

can be widely collected in many crowdsourcing platforms to further

improve the estimation of the skills of workers on latent categories.

In this experimental study, we also find that the crowd-selection

from active workers also can greatly improve the precision.

8. CONCLUSION
We studied the problem of task-driven crowd-selection for crowd-

sourced tasks. Unlike the existing works based on the trustworthi-

ness, our work is to devise a bayesian model that exploits “who

knows what” for the workers in crowdsourcing system. The model

builds the latent category space of the crowdsourced tasks as well

as infers the latent skills of workers on the space. The probabilistic

inference for the proposed bayesian model is based on the feedback

scores of the past resolved tasks. We then develop a variational al-

gorithm that transforms the probabilistic inference into a standard

optimization problem, which can be solved efficiently. We also

devise an incremental crowd-selection algorithm that projects the

coming tasks into the existing latent category space and choose the

highly skilled workers for the tasks. We validate the performance

of our algorithm based on the data collected from three well-known

crowdsourcing applications: Quora, Yahoo ! Answer and Stack

Overflow.
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10. APPENDIX

10.1 Variational Parameter Estimation
We derive the partial derivatives one by one, starting with ∂L′

∂λw
.

For simplicity, we collect the terms involving λw in L′ as

L
′

λi
w

= Eq [log p(W |µw, diag(ν
2
w))] + Eq [log p(S|WC

T
, τ)]

− Eq [log p(W |λw, diag(ν
2
w))]

= Σ
−1
w µwλ

i
w −
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2
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−1
w (λ

i
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i
w +

∑
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2τ2
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)}.

Then, we set its derivative to zero and we obtain

λ
i
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−1
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1
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∑
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j
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T
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j
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2
)))
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sijλ
j
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For νi
w, we have

L
νi
w,k

= Eq [log p(W |µw, diag(ν
2
w))] + Eq [log p(S|WC
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By setting ∂L′

∂νi
w,k

= 0, we have

(ν
i
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2
= (

∑

tj :aij

(λ
j
c,k
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j
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)2

τ2
+ Σ

−1
w,kk

)
−1

.

For φc,v , we have

L
′

φc,v
= Eq [log p(Z|C)] + Eq [log p(V |Z, β)] − Eq [log p(Z|φ)]]

= λcφ + φ log βc,v − φ log φ.

By setting ∂L′

∂φc,v
= 0, we have

φc,v ∝ exp(λ
j
c,v +

1

L

T∑

j=1

L∑

p=1

1[v
j
p = v] log βc,v).

For ε, we have

L
′

ε = −ε
−1

(
K∑

k=1

Eq [exp{Ck}]) − log ε.

By setting ∂L′

∂ε
= 0, we have

εj =

K∑

k=1

exp(λ
j
c,k

+
(ν

j
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2
)

10.2 Model Parameter Estimation
We estimate the model parameters based on the derived varia-

tional parameters.
We first maximize L′(q) with respect to µw, given by

L
′

µw
=

M∑

i=1

Σ
−1
w µwλ

i
w − M

1

2
µ
T
wΣ

−1
w µw

Then, we set its derivative to zero and we obtain
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λ
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For Σw, we have
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Next, we set its derivative to zero, given by
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By setting ∂L′

∂Σw
= 0, we have
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T
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The derivations for µc and Σc are similar to the above.
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