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ABSTRACT 

In this paper, we showcase a privacy-preserving query personaliza-

tion system for experience items like movies, music, games, or 

books. Personalizing queries for such items is notoriously difficult 

as meaningful query attributes are either missing in the database or 

would require extensive domain knowledge not available to most 

users. For this reason, state-of-the-art content provision platforms 

as e.g., Netflix or Amazon usually rely on recommender systems to 

support their users, and are often working in parallel with tradi-

tional SQL-style queries. Unfortunately, recommender systems 

have several shortcomings as for example high barriers for new us-

ers joining the system, which first have to setup a preference profile 

in a lengthy process, the inability to pose meaningful queries be-

yond recommendations matching the personal profile, and severe 

privacy concerns due to storing personal rating data for all users 

long-term. In order to provide an alternative, we present in this 

demonstration paper a powerful and intuitive query-by-example 

(QBE) interaction system. Bayesian Navigation is used to person-

alize a user’s query on the fly. The central challenge when using 

QBE is the selection of features to represent the items in the data-

base. Here, we rely on a high-dimensional feature space which was 

mined from rating data of a large number of users, allowing us to 

measure perceived similarity between items to steer the query pro-

cess. This also addresses many issues of recommender systems as 

our query capabilities can be used by any user anonymously in a 

drive-by fashion. In our proposed demo, users can try our never 

before presented system hands-on, and can use it to discover inter-

esting movies tailored to their preferences with a pleasantly simple 

and enjoyable user experience.   
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1. INTRODUCTION 
Effective personalization techniques have grown to be an integral 

and indispensable part of current information systems, and are es-

sential to support users when faced with a flood of different 

choices. Here, two major approaches are common: a) Using SQL-

style personalized queries on meta-data, which however require the 

users to have extensive domain knowledge in order to formulate 

precise and efficient queries. Additionally, SQL-style queries are 

difficult for the large domain of experience items like movies, 

books, music, or games, as the commonly available meta-data is 

often not describing the items in a suitable fashion (e.g. if they are 

funny, but with a dry humor, not slapstick). b) Adapting recom-

mender systems which proactively suggest items to users based on 

their user profile, and which became particularly popular in systems 

like Amazon or Netflix [1], [2]: While many recommender systems 

provide recommendations of high quality [3], they have several 

shortcomings. Especially, for each user an elaborate user model 

needs to be built and stored, requiring up to hundreds of ratings 

until a user can effectively get meaningful recommendations. This 

creates a high barrier for new users to join the system. But more 

severely, this user model contains exhaustive personal information 

on a user’s preferences, her reaction to different items, or her gen-

eral likes and dislikes. In order to query or use the system, this in-

formation must be clearly associated with the respective user and 

needs to be stored long-term for the system to work. Such profiles 

are highly valuable, and can be commercialized, abused, or even 

stolen. Obviously, this situation raises many privacy concerns and 

repels privacy-conscious users.  

In this proposed demonstration, we therefore present an alternative 

approach fusing advantages of both recommender systems and 

SQL-based database personalization techniques, while at the same 

time avoiding many of the associated privacy risks. We realize this 

with privacy-preserving query-by-example personalization, which 

allows users to query for items fitting their current preferences eas-

ily without providing explicit feedback on attributes or their values. 

To achieve this, we utilize the perceived similarity between given 

items, which is harvested from user-item ratings, and transformed 

into a perceptual space [4]. However, we avoid the drawbacks of 

recommender systems: no user profiles are necessary to query the 

system, allowing situative, personalized, and anonymous ad-hoc 

queries.  

2. SYSTEM DESIGN & FOUNDATIONS 
In this section, we briefly outline the general design of our system, 

and provide some high-level insights into the theoretical founda-

tions. This demonstration proposal is based on the work in [5] 
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where all theoretical foundations as well as the resulting perfor-

mance evaluations are discussed in detail. 

Basically, our approach allows users to easily explore a database 

with experience products by using personalized and privacy pre-

serving query-by-example (QBE) navigation. In this proposed de-

monstrator, the database will contain around 12,000 movies. Users 

start the system interaction by providing an example of what they 

are currently looking for, e.g. “I enjoyed ‘The Terminator’, and I 

am now looking for a similar movie.” Then, users are presented 

with a display of different items, and can provide a feedback action 

for some or all of them, resulting in a new display. This process 

continues until the user is satisfied with the results (a screenshot of 

our demo prototype is shown in Figure 1). 

While this workflow could be achieved by simple similarity search, 

we strive to personalize this query process. Therefore, we build a 

disposable user profile which is only valid during the query’s 

runtime, and the next display depends on the history of all feedback 

actions in the current query session instead of only the last feed-

back. Therefore, for two users, the same feedback action on one 

screen can result in different displays depending on their previous 

feedback within that query.  

Accordingly, three major challenges are discussed in this section:  

a) How can experience items as for example movies, books, music, 

games, software, or even hotels or restaurants be represented in 

a high-dimensional feature space such that meaningful similarity 

measurements and QBE navigation are possible? 

b) How can we personalize an example-based query in such a way 

that it respects the user’s feedback actions?  

c) Which implications does such a system have on the user experi-

ence, and how does our approach compare to SQL-style systems 

and recommender systems? 

Most popular QBE approaches in multi-media databases tried to 

operate on features generated from the actual multimedia file itself, 

which could either be low-features (e.g. color histograms or pat-

tern-based features), or so-called high-level features as for example 

in scene composition [6] or content-based semantic features [7] 

(e.g., presence of explosions, or a mountain, or a flag, etc.) Here, 

our approach takes a completely different route, as our feature 

space results from external user ratings instead of being extracted 

from the media. 

Information mined from user ratings has been shown to be very in-

formative, and semantically more meaningful to users than tradi-

tional meta data as, e.g. information about the director or actors (as 

shown in e.g. [8] for movies). In our prototype, we demonstrate 

how such semantically rich rating data can represent each item of 

an experience product database within a high-dimensional feature 

space. The idea is that the resulting space implicitly encodes how 

users perceived a movie, e.g., if it was funny, or if certain plot ele-

ments or tropes were present. For this task, we adapt perceptual 

spaces. Perceptual spaces have been introduced in [4], and are built 

on the basic assumption that each user who provides ratings on 

items has certain personal interests, likes, and dislikes, which steer 

and influence her rating behavior [9]. For example, with respect to 

movies, a given user might have a bias towards furious action; 

therefore, she will see movies featuring good action in a slightly 

more positive light than the average user who doesn’t care for ac-

tion. The sum of all these likes and dislikes will lead to the user’s 

overall perception of that movie, and will ultimately determine how 

much she enjoyed the movie, and how she rates it on a social movie 

site. Moreover, the rating will share this bias with other action mov-

ies in a systematic way. Therefore, one can claim that a perceptual 

space captures the “essence” of all user feedback, and represents 

the shared as well as individual views of all users. A similar rea-

soning is also successfully used by recommender systems, e.g. [3], 

[10]. Now, the challenge of perceptual spaces is to reverse a user’s 

rating process: For each item which was rated, commented, or dis-

cussed by a large number of users, we approximate the actual char-

acteristics (i.e., the systematic bias) which led to each user’s opin-

ion as numeric features.  

The general system design of our approach is shown in Figure 2: in 

an offline system initialization phase, a large number of user ratings 

(as e.g. obtained from a co-located recommender system, or from 

sites like e.g. IMDb or Netflix) is processed into a perceptual space. 

This process is described in detail in  [4] and [5], but for clearer 

illustration of our demonstrator, we will briefly summarize it in the 

following. Then, personalized QBE queries are used to query that 

space. 

Given is a large user-item-rating matrix, which usually is very 

sparse, containing only rating for around 1-2% of all user-item 

pairs. The goal is to find a matrix 𝐴 = (𝑎𝑚,𝑘) ∈ ℝ𝑛𝑀×𝑑 represent-

ing movies as 𝑑-dimensional coordinates. To achieve this, we also 

need a helper matrix 𝐵 = (𝑏𝑢,𝑘) ∈ ℝ𝑛𝑈×𝑑, representing user in the 

same space. Then, we use a factor model representing a rating func-

tion𝑓 ∶  ℝ𝑑 × ℝ𝑑 → ℝ. Basically, this function can predict missing 

ratings given user and item vectors. We approximate this function 

and the involved vectors/matrices, we use Euclidian Embedding (as 

in [11]), and we want the distance between a movie vector 𝑎𝑚 and 

user vector 𝑏𝑢 to be small if user 𝑢 likes movie 𝑚; otherwise, it 

should be large. To account for general effects independent of per-

sonal preferences, for each movie 𝑚 and user 𝑢, we introduce the 

model parameters 𝛿𝑚 and 𝛿𝑢, which represent a generic movie rat-

ing bias relative to the average rating 𝜇. Then, a rating of a movie 

𝑚 by a user 𝑢 can be predicted by 𝑟̂𝑚,𝑢 = 𝜇 + 𝛿𝑚 + 𝛿𝑢 −

𝑑𝑖𝑠𝐸
2(𝑎𝑚, 𝑏𝑢), i.e. it is average rating of all movies (e.g., 𝜇=6.2 out 

of 1..10) plus the user bias (e.g., 𝛿𝑢=-1.6 representing a critical user 

always rating worse than others) and the movie bias (e.g., it’s a 

overall good movie with an average rating of 8.4,  so 𝛿𝑚=2.2). The 

last term, 𝑑𝑖𝑠𝐸(∙,∙), represents the distance of the movie vector and 

the user vector in a 𝑑-dimensional space. Finally, all movie vectors 

(and therefore the matrix 𝐴) can be approximated by solving a large 

least squares optimization problem with all instances of the above 

 

Figure 1. Screenshot of Prototype Implementation  
First display, using “The Terminator (1984)” as start example 
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equation for which a rating is known (with some correcting terms 

accounting for noise added). Now, this matrix 𝐴 represents our per-

ceptual space. 

Unfortunately, the resulting features in this space are implicit and 

have no direct real-world interpretation, therefore rendering SQL-

style queries useless (i.e. you could ask for a value >0.8 on feature 

5, but we don’t know what feature 5 is). However, they allow for 

measuring perceived similarity effectively (i.e. the distance be-

tween the feature vectors). This now allows using the query-by-ex-

ample paradigm, which provides simple query formulization with-

out the need to explicitly refer to any features.  

We adapt Bayesian Navigation [12] for this purpose. Here, for each 

query, a disposable user model is created during the interaction and 

discarded afterwards. Simplified, this model describes for each da-

tabase item the probability that this particular item is the target item 

the user is looking for. Please note that usually the user is not ex-

plicitly aware of his target; if a user knew exactly which movie he 

was searching, an SQL-based query would be more efficient. How-

ever, we assume that there is at least one implicit target movie 

which the user simply does not know yet, nor can she describe ex-

actly what her target looks like until she finds it. Our system is de-

signed to guide a user to this implicit target, which is represented 

by adjusting the respective probabilities in each step. More for-

mally, this is given by 𝑃(𝑀 = 𝑀𝑖| 𝐻𝑡), i.e. the probability of a spe-

cific movie 𝑀𝑖 being the intended implicit target 𝑀 given the users 

current query history 𝐻𝑡. This history contains all displays (i.e. se-

lection of movies a user has seen) and user actions on these displays 

(i.e. a binary selection of one or more of these movies). Together 

with a user prediction model, which predicts which movie a user 

will likely select out of a given display, (soft-min binary feedback 

in our case [12]), a selection strategy, which determines how the 

next display of the current interaction is selected, (most-probable 

strategy in our demo [5]), and a suitable start-up probability distri-

bution, all probabilities for each movie can be recursively recom-

puted after each user interaction. This results in a new display and 

a new user interaction until the user is satisfied. Finally, a person-

alized list of top-k database items ranked by their probability is re-

turned, and the temporary user model is disposed. The central chal-

lenge in computation is that Bayesian navigation requires an update 

of the modeled probabilities for each user interaction and each 

movie in the database, and each update of a single probability re-

quires considering all other probabilities. This, of course, poses se-

vere threats to the scalability of our system. Therefore, we pre-

sented an heuristic optimization technique in [5] which restricts 

these updates to the locality of the query. As a result, memory con-

sumption and speed could be improved significantly. 

The semantics of our approach are complemental to both SQL-style 

personalization as well as to recommender systems: recommender 

systems have precise knowledge of a user’s likes and dislikes (ba-

sically: they “know” each user), and they use this knowledge to 

proactively provide personalized recommendations. However, they 

do not support dynamic queries, and cannot easily cater to changing 

moods and requirements. SQL-style personalization in contrast of-

fers powerful queries on the “normal” available meta-data for users 

who know exactly what they are looking for. Our approach is in the 

middle-ground between both: for querying, a user just needs a 

vague idea / example of what she is looking for, and can navigate 

through items by simply pointing out good suggestions in the dis-

plays created using her feedback (which can be seen as situative 

recommendations). No direct interaction with attribute values is 

necessary. All three approaches serve their own purpose, and are 

useful in different situations.  

3. PERSONALIZATION AND PRIVACY  
Privacy concerns severely impact a user’s overall satisfaction with 

a Web-based system (as argued using the example of recommender 

system in [13]), and might even prevent them from using it alto-

gether, if the balance between privacy concerns and perceived sys-

tem utility becomes unfavorable.  

The central focus of our system in terms of privacy is to allow all 

users to use the personalized query capabilities as anonymously as 

possible, without requiring a user profile or pre-query preference 

elicitation. Especially in contrast to recommender systems, this 

means that for browsing or querying, no long term user profiles are 

required – only feedback (selection history) with regard to the cur-

rent query needs to be temporarily retained and does not have to be 

connected to a user id. This history of a query session is deleted 

after the query is completed, thus removing the need to store and 

protect this sensitive information. Even if a single query history was 

analyzed, you would need an extensive model of a user’s prefer-

ences to convincingly match it to her, in which case you would not 

gain any new information from this query, and her remaining que-

ries are not connected to this one. 

But still, our system will require a small group of enthusiast users 

to provide identifiable rating data in order to construct the percep-

tual space, not unlike a recommender system. However, this con-

struction process is completely decoupled from executing queries, 

and even the users which contributed ratings can later use the sys-

tem anonymously for querying. The perceptual space itself does not 

contain any user related information, not even in an anonymized or 

masked form or even just the number of users that participated in 

its creation. It is basically just a matrix of movie ids and their major 

perceptual dimensions (n=100 in our case). Therefore, approaches 

de-anonymizing ratings similar to the ones detailed in [14] cannot 

be applied. This could allow a “trusted platform” like IMDb or 

MovieLens to use its users’ ratings to construct a perceptual space, 

which then could be used by a 3rd party system like ours. In contrast 

to publishing anonymized rating data, publishing a perceptual 

space carries only minimal risks to the user’s privacy. But in any 

case, even if users did decide to contribute ratings to build the 

space, all users can use the query capabilities of our system without 

leaving trails of personal information in an ad-hoc fashion. 

4. EXPERIENCING THE DEMO SYSTEM 
Our proposed demonstrator allows users to directly interact with 

the prototype implementation of our system. Users may freely issue 

 

Figure 2. Basic System Design 
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their own queries, and may explore the system as they wish, using 

a pleasantly simple query interface. The prototype will include a 

wide selection of 11.976 movies from early 1900s up to 2005, and 

the underlying perceptual space was created by analyzing more 

than 103M user-movie ratings from over 480k users.  

The users can interact with the system using a web-based user in-

terface, which will resemble the screenshot in Figure 1. Addition-

ally, we will prepare some query scenarios which highlight some 

interesting semantic aspects of our system. We will provide the re-

quired hardware and software to allow users to test the system, in-

cluding at least two client devices. We also invite users to use their 

own mobile devices to access our web service. According to the 

user study we performed in [5], using our system was considered 

being an enjoyable and fun experience by most of the ~180 partic-

ipating users. 

Users can start a query by either providing a free example them-

selves, or by using one of twelve hand-picked examples provided 

by the system. In each display, 9 movies are displayed together with 

their respective poster, short synopsis, and general Meta data. From 

this display, users can select any number of movies as a positive 

example for the general “direction” in which they want to continue 

the query process. Then, after users are satisfied with the movies 

they encountered during the interaction, the query can be closed, 

and the final query result is presented in form of a list of movies 

ordered by their final Bayesian probability (see Figure 3). 

Of course, we will also provide posters which explain the system 

design in detail, and discuss our design decision with interested vis-

itors. This covers the general architecture, and also the theory be-

hind building perceptual spaces, the Bayesian navigation tech-

nique, and the applied optimization techniques. 

5. SUMMARY AND OUTLOOK 
In this demonstration proposal, we described a personalized and 

privacy preserving query-by-example system for experience prod-

ucts as for example movies, books, or music. Our innovative sys-

tem uses perceptual spaces built from a large number of user-item 

ratings to represent all database objects in a high dimensional fea-

ture space. We used Bayesian Navigation to allow users to issue 

queries in this space. The resulting system is thus very well suited 

to support users who only have a vague idea about what they are 

looking for, and helps them to explore the space in a personalized 

and guided fashion. Therefore, our system perfectly complements 

the features of SQL-based systems as well as those provided by 

recommender systems (which either support the case that the user 

knows exactly what she is looking for, or the case she does not 

know at all and therefore relies on a proactive recommendation). 

In our prototype implementation, users can freely issue queries to a 

database containing around 12,000 movies in order to discover new 

and interesting titles, while at the same time learning about the in-

ner working of our system. 
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Figure 3. Screenshot of Prototype Implementation  
Best matches movies after query is completed 
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