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Abstract

It has been known for a long time that visual task,
such as reading, counting and searching, greatly in-
fluences eye movement patterns. Perhaps the best
known demonstration of this is the celebrated study
of Yarbus showing that different eye movement tra-
jectories emerge depending on the visual task that
the viewers are given. The objective of this paper is
to develop an inverse Yarbus process whereby we
can infer the visual task by observing the measure-
ments of a viewer’s eye movements while execut-
ing the visual task. The method we are proposing
is to use Hidden Markov Models (HMMs) to create
a probabilistic framework to infer the viewer’s task
from eye movements.

1 Introduction

From the whole amount of visual information impinging on
the eye, only a fraction ascends to the higher levels of vi-
sual awareness and consciousness in the brain. Attention is
the process of selecting a subset of the available sensory in-
formation for further processing in short-term memory, and
has equipped the primates with a remarkable ability to inter-
pret complex scenes in real time, despite the limited compu-
tational capacity. In other words, Attention implements an
information-processing bottleneck that instead of attempting
to fully process the massive sensory input in parallel, realizes
a serial strategy to achieve near real-time performance. This
serial strategy builds up an internal representation of a scene
by successively directing a spatially circumscribed region of
the visual field corresponding to the highest resolution region
of the retina, the so-called fovea, to conspicuous locations
and creating eye trajectories by sequentially fixating on at-
tention demanding targets in the scene. As a support of this
view, a study in change detection [Rensink ef al., 1997] sug-
gests that the internal scene representations do not contain
complete knowledge of the scene and the changes introduced
in video images at locations that were not being attended-to
were very difficult for people to notice.

The effect of visual task on attention has been long stud-
ied in the literature related to attention cognitive process of
humans. In an early study, Yarbus [1967] showed that visual
task has a great influence on the viewer’s eye trajectory. In
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Figure 1: Eye trajectories measured by Yarbus by viewers carry-
ing out different tasks. Upper right - no specific task, lower left -
estimate the wealth of the family, lower right - give the ages of the
people in the painting.

Figure 1 we can see how visual task can modulate the con-
spicuity of different regions and as a result change the pattern
of eye movements. Perhaps Yarbus effect has been best stud-
ied for the task of reading. Clark and O’Regan [1998] have
shown that when reading a text, the centre of gaze (COG)
lands on the locations that minimizes the ambiguity of the
word arising from the incomplete recognition of the letters.
In another study Castelhano et al [2009] have shown that two
tasks of visual search and memorization show significantly
different eye movement patterns. Bulling et al [2009] have
also shown that eye movement analysis is a rich modality for
activity recognition.

Although the effect of visual task on eye movement pat-
tern has been investigated for various tasks, there is not much
done in the area of visual task inference from eye movement.
In other words, in a forward Yarbus process the visual task
is given as an input and the output is task-dependent scan-
paths of eye movements. However, in this work we develop
a HMM-based method to realize an inverse Yarbus process
where eye patterns are the inputs to the system and the under-
lying visual task is given as the output. This task information,
then, can serve as an input to the forward Yarbus process to
predict the next attention grabbing location in the scene.



2 An Inverse Yarbus Process

As we know, generative learning is a class of supervised
learning that classifies data in a probabilistic manner. By ap-
plying probabilistic inference we can develop a mathematical
framework for merging all sources of information and pre-
senting the result in the form of a probability density func-
tion. In our case of developing an inverse projection from eye
movement space to visual task space, we need a probabilis-
tic framework that can account for prior knowledge about the
tasks, too. Moreover, we need the inference to give us a prob-
ability distribution over different possible tasks rather than a
single task as the output. This way we can design a high level
process that decides about the task and provides us with the
degree of confidence in choosing various tasks as the output.
Suppose we have data of the form < Q,y >, wherey € Y
is a task label (e.g., reading, counting, searching, etc.) and Q
is the vector containing the observation sequence of fixation
locations (q1, g2, ..., gr) sampled from a stochastic process
{@:} in discrete time ¢ = {1,2,...,T} over random image
locations; hence discrete-state-space S = [s1, S2, ..., SN, SO
that
Qz:5j|7’€[]-aT]a]€ []'aN] (H
In general, generative learning algorithms model two entities:
e P(y): The prior probability of each task y € Y.

e P(Qly): The task conditional distributions which is also
referred to as the likelihood function.

We can, then, estimate the probability of task y given a new
sequence Q by a simple application of Bayes’s rule:

PQly)Py) _  PQly)P(y)
P(Q) Yyey PQIY)P(Y)

Thus, in order to make an inference, we need to obtain the
likelihood term and modulate it by our prior knowledge about
the tasks represented by the a-priori term. The likelihood
term can be considered as an objective evaluation of forward
Yarbus process in the sense that it gives us the probability of
projections from visual task space to eye movement space.
The likelihood term can be estimated as follows:

P(Q|y) - P(CI17(I2»~- 7qT|y)
=P(q1|ly)P(q2lq1,v) ... Plarlqr .. .qr-1,y).  (3)

The standard approach for determining this term is to use a
saliency map as an indicator of how attractive a given part
of the field-of-view is to attention. In the theories of visual
attention there are two major viewpoints that either empha-
size bottom-up, image based, and task-independent effects of
the visual stimuli on the saliency map; or top-down, volition-
controlled, and task-dependent modulation of such map. In
the rest of this section we will show how these models posit
different assumptions to estimate the likelihood term.

2.1 Bottom-Up Models

In bottom-up models, the allocation of attention is merely
based on the characteristics of the visual stimuli and does not
require any top-down guidance (task information) to shift at-
tention. Moreover, in this model we assume that observations

P(ylQ) = 2
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q; are conditionally independent which reduces the likelihood
term to:

P(Qly) P(Q) = P(q1,92,---,qr)

P(q1)P(g2) ... P(qr)- “4)

This assumption is called the naive Bayes assumption and
only needs the probability of directing the focus of attention
(FOA) to the fixation locations appearing in each trajectory
to obtain the likelihood term. In this model attention track-
ing is typically based on a model of image salience. One can
take the location with the highest salience as the estimate of
the current FOA. Current salience models are based on rela-
tively low-level features, such as color, orientation and inten-
sity contrasts . One of the most advanced saliency models is
the one proposed by Itti and Koch [2001a]. In this model the
FOA is guided by a map that conveys the saliency of each lo-
cation in the field of view. The saliency map is built by over-
laying outputs from different filters tuned to simple visual at-
tributes (color, intensity, orientation, etc.) and can generate a
map for an input image without requiring any training.

Although image salience models have been extensively re-
searched and are quite well-developed, empirical evaluation
of such models have shown that they are disappointingly poor
at accounting for actual attention allocations by humans .
In particular, when a visual task is involved, image salience
models can fail almost completely [Einhduser et al., 2008].
In our view the bulk of this shortfall is due to a lack of task-
dependence in the models.

2.2 Top-Down Models
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Figure 2: Influence of top-down, task dependent priors on bottom-
up attention models. The influence can be modeled as a weight
vector modulating the linear combination of the feature maps (af-
ter Rutishauser and Koch ).

As highlighted in the previous section, attention is not just
a passive, saliency-based enhancement of the visual stimuli;
rather, it actively selects certain parts of a scene based on the
ongoing task and saliency of the targets. The second major
group of human attention models is top-down, task depen-
dent method that modulates the saliency maps according to
the viewer’s visual task. Perhaps the best illustration of the
interaction between top-down and bottom-up models is done
by Itti and Koch [2001b], and Rutishauser and Koch [2007].
In these models (see Figure 2) different tasks enforce differ-
ent weight vectors on the combination phase.

Overall, the model improves the bottom-up model by in-
corporating the task dependency and can be used to generate



the likelihood term in equation 3 by the following equation:
P(Qly) P(q1,q2,---,qrly)

P(qily)P(g2ly) - Plarly), (5

As we can see in top-down models we still assume that the
naive Bayes assumption still holds and thus the observations
are conditionally independent.

Although top-down models have somewhat addressed the
problem of task independency of bottom-up models, they still
suffer from some major shortcomings that disqualify them as
practical solutions for obtaining the likelihood term.

One of the shortcomings of top-down models is a linger-
ing problem from bottom-up models and arises from inde-
pendence assumption in equation 4. If we assume that the
consecutive fixations are independent from each other, the
probability of fixating on a certain location in an image only
depends on the saliency of that point in the saliency map
and it is assumed to be independent of the previously fix-
ated targets in the scene. However, this assumption is in-
consistent with what has been demonstrated in human visual
psychophysics [Posner and Cohen, 1984]. For instance, in
an early study by Engel [1971] it is indicated that in visual
search task, the probability of detecting a target depends on
its proximity to the location currently being fixated (proxim-
ity preference). Although Dorr et al. [2009] suggest that in
a free viewing of a scene, low-level features at fixation con-
tribute little to the choice of the next saccade, Koch and Ull-
man [1985] and Geiger and Lettvin [1986] suggest that in
a task-involved viewing, the processing focus will preferen-
tially shift to a location with the same or similar low-level
features as the presently selected location (similarity prefer-
ence). Perhaps the discrepancy between artificial (generated
by top-down models) and natural eye trajectories can best be
demonstrated by comparing two trajectories from a recording
of eye movements during a visual search task and an artificial
trajectory produced by the top-down model (see Figure 3). As
we can see the location of fixation points in Figure 3a (artifi-
cial) are sparse, while those of Figure 3b (natural) are more
correlated to their predecessors’.

(a) (b)

Figure 3: Eye trajectories in visual search task. In these images
the task is to count the number of “A”’s. a) The trajectory produced
by the top-down model. b) The trajectory obtained by recording eye
movements while performing the task.

3 Sequential Analysis: Hidden Markov
Models

An alternative approach to obtain the density function of the
likelihood term in equation 3 is to allow for dependency be-

1680

tween the attributes q; ...qr. In an early study Hacisali-
hzade et al. [1992] used Markov processes to model visual
fixations of observers during the task of recognizing an ob-
ject. They showed that the eyes visit the features of an ob-
ject cyclically, following somewhat regular scanpaths' rather
than crisscrossing it at random. In another study, Elhelw et al.
[2008] also have successfully used a first-order, discrete-time,
discrete-state-space Markov chain to model eye-movement
dynamics.

Based on the observed dependencies between the elements
of eye movement trajectories (i.e., q1,q2,...,qr) and suc-
cessful application of Markov processes to model them, we
propose to use first-order, discrete-time, discrete-state-space
Markov chains to model the attention cognitive process of the
human brain. Given this assumption the likelihood term will
be:

P(Q|y) P(thQa"'vqT)

P(q1ly)P(a2lq1,y) - - - Plqrlgr—1,y). (6)

By choosing Markov chains as the underlying process
model, we can develop a model that can estimate the likeli-
hood term of (P(Q|y)); while allowing for the dependencies
between the consecutive fixations; and make inferences about
the task (given the eye trajectories) by plugging the likelihood
term into equation 2. However, when a visual task is given to
an observer, although correctly executing the task needs di-
recting the FOA to certain targets in an image, the observed
COG trajectory can vary from subject to subject?.

Eye position does not tell the whole story when it comes
to tracking attention. While it is well known that there is
a strong link between eye movements and attention [Rizzo-
latti et al., 1994], the attentional focus is nevertheless fre-
quently well away from the current eye position [Fischer and
Weber, 1993]. Eye tracking methods may be appropriate
when the subject is carrying out a task that requires foveation.
However, these methods are of little use (and even counter-
productive) when the subject is engaged in tasks requiring
peripheral vigilance. Moreover, due to the noisy nature of the
eye-tracking equipments, actual eye position itself is usually
different from what the eye-tracker shows, which will intro-
duce systematic error into the system.

In Figure 4 different eye trajectories of a subject execut-
ing the task of counting the number of “A”’s in an image are
demonstrated. As we can see, these two images illustrate dif-
ferent levels of linkage between COG and FOA. In Figure 4a,
fixation points mainly land on the targets of interest (overt at-
tention), whereas in the fast counting version of the same task
with the same stimulus (Figure 4b), the COG does not nec-
essarily follow the FOA and sometimes our awareness about
a target does not imply foveation on that target (covert atten-
tion).

In real life, human attention usually deviates from the lo-
cus of fixation to give us knowledge about the parafoveal

'Repetitive and idiosyncratic eye trajectories during a recogni-
tion task is called scanpath [Noton and Stark, 1971].

280 far we have used the terms centre of gaze (COG) and focus of
attention (FOA) interchangeably, but from now on, after explaining
the difference between these two phenomena, we will distinguish
between these two terms.



(a)

(b)

Figure 4: Eye trajectories recorded while executing a task given
the same stimulus. In the trajectories straight lines depict saccades
between two consecutive fixations (shown by dots). In this figure
two snapshots of the eye movements during the task of counting the
“A”s is shown. Notice that the results from counting the characters
were correct for both cases. Thus, the target that seems to be skipped
over (the middle right “A”) has been attended at some point.

and peripheral environment. This knowledge can help the
brain to decide about the location of the next fixation that is
most informative for building the internal representation of
the scene. Therefore, this discrepancy between the focus of
attention and fixation location helps us efficiently investigate
a scene but at the same time makes the FOA covert and con-
sequently hard to track. This off-target fixation can also be
attributed to an accidental, attention-independent movement
of eye, equipment bias, overshooting of the target or individ-
ual variability and will cause the occurrence of similar eye
trajectories from multiple forward mappings from the task
space (Yarbus) and therefore makes the inverse mapping from
eye movement space to visual-task space (inverse Yarbus) an
ill-posed problem.

Although, different tasks can generate similar eye move-
ments, they always have their own targets of interest in an
image and the covert attention will reveal these targets to us.
Thus, if we could find a way to track the covert attention given
the eye movements, we could regularize the ill-posed inverse
problem and find a solution that can infer the task from the
eye movements. The solution we are proposing to track the
covert attention is to use hidden Markov models (HMMs).
HMM is a statistical model based on Markov process in
which the states are unobservable. In other words, HMMs
model situations in which we receive a sequence of observa-
tions (that depend on a dynamic system), but we do not ob-
serve the state of the system itself. HMMs have been success-
fully applied in speech recognition [Rabiner, 1990], anomaly
detection in video surveillance [Nair and Clark, 2002] and
handwriting recognition [Hu ef al., 1996]. In another study
Salvucci and Anderson [2001] have developed a method for
automated analysis of eye movement trajectories in the task
of equation solving by using HMMs.

A typical discrete-time, continuous HMM ) can be defined
by a set of parameters A = (A, B,II) where A is the state
transition probabilities and governs the transitions between
the states; B is the observation pdf and defines the param-
eters of the observation probability density function of each
state; and II is the initial state distribution and defines the
probability of starting an observation from each of the states.

In the literature related to HMMs we can always find three
major problems: evaluation, decoding and training. Assume
we have HMM )\ and a sequence of observations O. Evalu-
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ation or scoring is the computation of the probability of ob-
serving the sequence given the HMM, i.e., P(O|\). Decod-
ing finds the best state sequence that maximizes the probabil-
ity of the observation sequence given the model parameters.
Finally, training adjusts model parameters to maximize the
probability of generating a given observation sequence (train-
ing data). The algorithms that cope with evaluation, decoding
and training problems are called forward, Viterbi and Baum-
Welch algorithm, respectively (details about the algorithms
can be found in [Rabiner, 1990]).

In our proposed model, covert attention is represented by
the hidden states of a task-dependent HMM A, (where A, is
effectively equivalent to y in equation 2 in that they both des-
ignate different tasks and A is merely an indication of using
HMMs for modelling the tasks). Fixation locations, thus, will
correspond to the observations of an HMM and can be used
in training task-dependent models and evaluating the proba-
bility P(O|),). By this interpretation of variables we can
use a sequence of eye positions (O) to represent the hidden
sequence of covert attention locations (Q) in the Bayesian in-
ference and modify equation 2 to:

P(O[Ay)P(Ay)
P(O)

P(A\|0) = )

Figure 5: Observation pdfs give us the probability of seeing an ob-
servation given a hidden state. In this figure we have put the fixation
location pdfs of all the targets together and superimposed them on
the original image and its corresponding bottom-up saliency map.

In order to obtain the HMMs for each visual task, we need
to train the parameters by using an eye movement database of
the corresponding task. To do so, first we need to define the
structure of our desired HMMs by creating a generic HMM.
For the generic HMM we have assigned an ergodic or fully
connected structure in which we can go to any state of the
model in a single step, no matter what the current state of
the model is. Since the salient areas are more likely to grab
the subjects’ attention and consequently redirect subjects’ eye
movements towards themselves, we have assigned one state
to each conspicuous target in the bottom-up saliency map.
Moreover, we postulate that in each state the observations
are random outcomes of a 2-D Gaussian probability density
function with features x and y in a Cartesian coordinates. In
Figure 5 we have put the observation pdfs of all the states



together and have superimposed them on the original image
and its corresponding bottom-up saliency map. According to
[Rabiner, 1990] a uniform (or random) initial estimation of IT
and A is adequate for giving useful re-estimation of these pa-
rameters (subject to the stochastic and the nonzero value con-
straints). Also in order to reduce the training burden, we have
used a technique called parameter tieing [Rabiner, 1990] to
assign to each state a diagonal covariance matrix with equal
variances in both z and y directions.

Having defined the general structure of the HMMs, we can
obtain task-dependent HMMs by training the generic HMM
with task-specific eye trajectories by using the Baum-Welch
algorithm. The parameters to be trained are the initial state
distribution (IT), state transition probabilities (A), mean and
covariance of the observation pdfs (x and C').

After training the task-dependent HMM ), for each task,
we can calculate the likelihood term (P(O|\,)) by applying
the parameters of ), to the forward algorithm. This way, we
will be able to make inferences about the tasks given an eye
trajectory by plugging the likelihood term in equation 7.

4 Experiments

In this section we will evaluate the performance of our pro-
posed method in inferring the viewer’s task. The inference
is made by applying the Bayes rule (equation 7 for HMMs
and equation 2 for the other methods) to the observation se-
quences of our database of task-dependent eye movements.
Equal probabilities are used as the task priors which results
in a maximum likelihood (ML) estimator. The inferences will
tell us how well the cognitive models developed by different
techniques can classify a task-dependent eye trajectory as its
correct task category.

In order to perform the evaluation, we compare three dif-
ferent methods: HMM, sequential and top-down models. To
build a database of task-dependent eye trajectories, we ran
some trials and recorded the eye movements of six subjects
while performing a set of pre-defined simple visual tasks.
Five different visual stimuli were generated by a computer
and displayed on a 1280x800 pixel screen at a distance of
18 inches (1 degree of visual angle corresponds to 30 pixels,
approximately). Each stimulus was composed of 35 objects
each randomly selected from a set of nine objects (horizontal
bar, vertical bar and character “A” in red, green and blue col-
ors) that were placed at the nodes of an imaginary 5x7 grid
superimposed on a black background (see the lower layer of
Figure 5). At the beginning of each trial, a message defined
the visual task to be performed in the image.

The visual tasks were counting red bars, green bars, blue
bars, horizontal bars, vertical bars or characters; hence six
tasks in total. Each subject undergoes six segments of exper-
iments, each of which comprises performing the six tasks on
five stimuli resulting in 180 trials for each subject (1080 tri-
als in total). In order to remove the memory effects, we have
designed each segment so that the subject sees each stimu-
lus just once in every five consecutive trials and the visual
task changes after each trail. This segment is repeated for
five more times to build the eye movement database of that
subject.

In training the HMMs good initial estimates for the mean
and covariance matrices of the state observation matrices are
helpful in skipping the local minima in training the task-
dependent models. Since the salient areas are more likely
to grab the subjects’ attention and consequently redirect sub-
jects’ eye movements towards themselves, in the generic
HMM, we set the initial value of the means equal to the cen-
troids of the conspicuous targets on the bottom-up saliency
map (Figure 5) averaged over all five stimuli. Then we use
nearest neighbour to find the closest state to each fixation
point in the training database and use the sample covariance
as the initial estimate of the covariance matrix in the generic
HMM. For the transition probabilities, we created the generic
state transition distribution matrix A by giving a uniform dis-
tribution to all transitions from each state. Since we always
started the experiment from the center point in the images,
the initial state probability was assigned deterministically for
all four methods.

Since Top-down and sequential methods posit that atten-
tion is always overt, we used nearest neighbour to find the
closest target to each fixation location to represent it’s atten-
tional allocation. In order to develop the top-down method,
we estimated the likelihood term of equation 5 for each ob-
servation sequence (. To do so, we trained the terms P(q; =
s;|y) by calculating the frequency of seeing state ¢ (s;) in the
training set of eye trajectories pertaining to task y. For the se-
quential model, we used the same training set to estimate the
likelihood term of equation 6 by calculating the frequency of
seeing different combinations (s;, s;) for each 4,5 € [1, N].
In both top-down and sequential methods, we avoided zero
probabilities for the states or state combinations not seen in
the training data by increasing all the count numbers by one
(smoothing).

Figure 6 demonstrates the accuracy of hidden Markovian,
sequential, and top-down methods in inferring viewer’s task.
Each bar summarizes the accuracy of a model by represent-
ing the mean accuracy along with its standard error of the
mean (SEM) in inferring the corresponding visual task by us-
ing the trained model. For each bar we have run a six-fold
cross-validation on a dataset of 180 task specific eye trajec-
tories to train/test the model and have compared the perfor-
mance of different methods by drawing their corresponding
bars around each visual task. As we can see, HMMs signifi-
cantly outperform other methods in all six cases. This major
improvement is due to the sequential nature of the HMMs and
relaxing the constraint of overtness of attention in the model.
The effect of the former can be highlighted by comparing se-
quential and top-down models and the latter accounts for the
relatively huge gap between the accuracy of sequential mod-
els and that of the HMMs.

5 Conclusion

In this paper we presented a probabilistic framework for the
problem of visual task inference and tracking covert attention.
We have used Hidden Markov Models (HMMs) with Gaus-
sian observation distributions to account for the disparity be-
tween the overt centre of gaze (COG) and covert focus of
attention (FOA). The hidden states represent the covert FOA

1682



EHMM = SEQ

100

9 -
80 -
w
£ 70 I
£ 60 -
S so
Z 40 - I :
8 30 -
b
2 20
10
0 -4
R G B H \") C
»[HMm| 05,83 93.98 91.20 85.18 86.57 96.76
E SEQ | 59.73 66.68 6112 55.10 52.78 65.75
T-D 41.65 43.51 38.88 32.87 37.03 41.65
HMM 1.68 1.90 1.93 1.97 218 1.73
§ SEQ 243 1.88 1.99 2.19 2.16 2.09
7D 1.94 191 2.30 2.25 231 182
TASKS

Figure 6: Comparison of the accuracy of visual task inference us-
ing HMM, Sequential (SEQ) and Top-Down (T-D) models. Each
bar demonstrates the recognition rate (%) of inferring simple visual
tasks of counting red (R), green (G), blue (B), horizontal (H) and
vertical (V) bars as well as counting the characters (C). The mean
value and the standard error of the mean (SEM) are represented by
bars and the numerical values are given in the lower table.

and the observations stand for overt COG. We have trained
task-specific HMMs and used the Bayes rule to infer the vi-
sual task given the eye movement data. The data analysis con-
ducted on our task dependent eye movement database shows
that the idea of using HMMs surpasses the classic attention
tracking methods in inferring the visual task. While the re-
sults presented in this report seem to be very promising, fur-
ther investigations should be done to extend the idea to natural
scenes and more realistic situations.
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