
Abstract 
There are many significant research projects fo-
cused on providing semantic web repositories that 
are scalable and efficient.  However, the true value 
of the semantic web architecture is its ability to 
represent meaningful knowledge and not just data.  
Therefore, a semantic web knowledge base should 
do more than retrieve collections of triples.  We 
propose RDFKB (Resource Description 
Knowledge Base), a complete semantic web 
knowledge case. RDFKB is a solution for manag-
ing, persisting and querying semantic web 
knowledge.  Our experiments with real world and 
synthetic datasets demonstrate that RDFKB 
achieves superior query performance to other state-
of-the-art solutions.  The key features of RDFKB 
that differentiate it from other solutions are: 1) a 
simple and efficient process for data additions, de-
letions and updates that does not involve repro-
cessing the dataset; 2) materialization of inferred 
triples at addition time without performance degra-
dation; 3) materialization of uncertain information 
and support for queries involving probabilities; 4) 
distributed inference across datasets; 5) ability to 
apply alignments to the dataset  and perform que-
ries against multiple sources using alignment.  
RDFKB allows more knowledge to be stored and 
retrieved; it is a repository not just for RDF da-
tasets, but also for inferred triples, probability in-
formation, and lineage information.  RDFKB pro-
vides a complete and efficient RDF data repository 
and knowledge base. 
. 

1 Introduction 
The World Wide Web Consortium (W3C) specifies the 
standards that define the semantic web.  RDF (Resource 
Description Framework) is the standard format for data.  All 
RDF datasets can be represented as collections of triples, 
where each triple contains a subject URI, a property URI 
and an object URI or literal.  RDFS (RDF schema) and 
OWL (Web Ontology Language) are ontology languages 

defined by W3C.  These standards allow ontologies to spec-
ify description logic and define classes, relationships, con-
cepts and inference rules for a dataset.  The URW3-XG
(http://www.w3.org/2005/Incubator/urw3/), an incubator 
group of W3C, reviewed additional ontology formats that 
are available for expressing uncertainty and probability.   
 Our goal is to provide an efficient semantic web reposito-
ry that reasons with all of this information.  We will be able 
to query the RDF triples, but the results will take into ac-
count all available knowledge. OWL has provable 
knowledge entailment, such that inferred triples can be de-
rived with complete certainty.  Therefore, our query results 
will include inferred knowledge.  Probabilistic ontologies 
and uncertainty reasoners allow us to infer possible 
knowledge with probabilities.  Therefore our query results 
can return uncertain knowledge and probabilities.  The que-
ries should rank results based on confidence values, and 
should enable selection based on probability conditionals. 
 Ontology alignment allows us to match related concepts 
and terminology between ontologies.  The goal is to allow 
queries against the complete knowledge set. Our goal is to 
allow such alignments to then be applied to the datasets.  
The queries should be able to be specified using the termi-
nologies from any of the ontologies, or from a new common 
global terminology. The queries should return all relevant 
knowledge, including inferred triples and triples that are 
specified using different, but corresponding, terminologies. 
 Furthermore, we propose to support addition, deletions 
and updates to the data, the inference rules, and the align-
ment matchings.   

2 Proposed Solution 
Our solution is to use forward chaining to infer all possible 
knowledge.  We propose to materialize and persist all data 
including inferred information and uncertain information.  
To implement this, we provide an inference engine that al-
lows inference rules to register, and an interface defining the 
methods the inference rules must provide.  We have devel-
oped inference rules for all OWL and RDFS constructs and 
for several proposed uncertainty reasoners including 
BayesOWL[Zhang et al., 2009] and Pronto 
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(http://pellet.owldl.com/pronto). However, any inference 
rule can be registered. 

We utilize a data management schema to track all of this 
data.  The goal of the data management schema is to provide 
a simple way to manage and materialize all of the infor-
mation.  The data management tables are not accessed dur-
ing query processing, therefore they are designed for effi-
cient information retrieval.   

The data management schema includes a triples table 
which stores all the triples and their probabilities.  It also 
includes 4 provenance tables (Users, Datasets, Infer-
enceEvents and Dependencies) which are used to track a 
triple’s lineage.  This allows us to efficiently support auto-
matic deleting of inferred triples and updating of probabili-
ties. 

Our query schema consists of two tables, POTable and 
PSTable.  These bit vector tables include a bit for every pos-
sible combination of subject, property and object. For ex-
ample, the POTable contains columns for property, object, 
and subjectBitVector.  The subjectBitVector contains a bit 
for each known subject URI.  If the bit is on, that indicates 
that a triple exists in the dataset with that subject, property 
and object.  We can now query entire collections of triples 
by retrieving a single vector. We can implement joins us-
ing bit vector and and or operations.  The POTable and 
PSTable also includes a column for bitCount.  bitCount, the 
number of 1’s in the bit vector, provides us valuable selec-
tivity factor information useful for query planning. 
 This bit vector schema is ideal for materializing inferred 
triples because a triple can be added by simply turning a bit 
from 0 to 1.  Thus, it is possible to forward chain inferred 
triples and persist them without increasing the size of the 
query tables. This allows for very efficient inference que-
ries.   

These tables also include a threshold column used to sup-
port queries of uncertain information.  If the threshold is <1, 
the bit vectors have a 1 for each and every triple that ap-
pears with a probability >= threshold.  This allows us to 
quickly query information based on probability criteria. 

3 Progress  
We first implemented our bit vector tables, inference engine 
and OWL inference rule.  We published this as [McGlothlin 
and Khan, 2009].  In this paper, we demonstrated that we
could support inference queries without a performance pe-
nality and that we could outperform vertical partitioning 
[Abadi et al., 2007]. At this time, our solution was still read 
only.   

In  [McGlothlin and Khan, 2010a], we published our so-
lution for storing and querying uncertain information.  We 
also provided a solution for adding and deleting inferred 
triples.  We showed experimental results indicating that we 
outperformed 7 state-of-the-art repositories (including RDF-
3X[Neumann and Weikum, 2008] over 26 benchmark que-
ries.  We also presented performance results for some prob-
abilistic queries we created. 

In [McGlothlin and Khan, 2010b], we proposed our prov-
enance tables as a solution for complete data management. 
We also offered a solution for implementing trust factors.   
In [McGlothlin and Khan, 2010c], we built on this technol-
ogy to support applying alignments to the dataset.  We add-
ed support for updating and deleting inference rules.  We 
used probabilistic inference rules to apply alignment match-
es and manage similarity measures.  We used ranking que-
ries to retrieve the best answers to queries.   
Most recently, we have implemented an ontology alignment 
algorithm and are performing more realistic and thorough 
experiments with applying ontology alignment.   

4 Future Work 
We plan to implement a solution for improving ontology 
alignment with supervised learning and user feedback [Feng 
et al., 2009].  We will utilize our ability to update inference 
rules.  Also, we plan to use cloud computing technologies to 
create a distributed version of our repository.  This will im-
prove scalability.   
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