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Abstract. As cloud technologies thrive, researches in the field of cloud storage have switched their focus from 

encryption-decryption techniques that help data owners protect their privacy and data confidentiality to the application 

of searching techniques on encrypted data while maintaining high level security and privacy of outsource data. To begin 

with, Song et al. offered some practical techniques for searches on encrypted data. After that, Weng et al. presented their 

conditional proxy re-encryption scheme where the data owner can decide which ciphertext satisfies a certain keyword 

condition set and then can have the retrieved data re-encrypted by the semi-trusted proxy server. The basic concepts of 

the above schemes are indeed quite innovative and do lead the way towards the solutions to the major practical cloud 

storage application problems; however, of all the researches that follow, none has had both searching on encrypted data 

and conditional proxy re-encryption combined. In this paper, we propose a new scheme for cloud storage services that 

integrates keyword search with conditional proxy re-encryption. This say, with a newly added keyword or new proxy, 

the cloud service provider is able to generate a hierarchical key. As far as data security is concerned, our scheme provides 

proven data owner authentication, re-delegation, and chosen-ciphertext security. The superior performance of the 

proposed scheme has been established by comparing it with related works, and our security analysis as well as BAN 

logic correctness check also offered solid proof that the new scheme is both secure and practical. 

Keywords: re-encryption; hierarchical conditional proxy re-encryption; proxy re-encryption; cloud storage; security. 
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1. Introduction 

Nowadays, due to the amazing mobility and 

convenience the thriving Internet and related wireless 

technologies have brought, more and more people have 

fallen into the habit of keeping their data in cloud 

storage instead using traditional portable storage 

devices such as USB flash drives. As people get more 

and more dependent on cloud storage services, cloud 

servers have to handle larger and larger amount of data 

where the confidentiality has to be considered. In other 

words, how to provide satisfactory mobility and 

convenience without sacrificing data security and 

confidentiality in cloud environment is the main 

concern. Currently, when a data owner wants to store 

some sensitive data in cloud storage, he/she needs to 

encrypt the data before uploading them to the cloud 

storage so as to maintain data secrecy. After uploading 

the data to cloud storage, he/she can then access them 

wherever Internet connection is available; in other 

words, he/she can either access the data at home or 

office where cabled connection is ready, or he/she can 

use a mobile device such as a smart phone or tab with 

Wi-Fi when he/she is out somewhere. Of course there 

can also be cases where a person (the data owner) has 

the data uploaded to the cloud storage and then another 

person (the authorized data user) accesses the data 

stored. However, oftentimes a data owner can have a 

huge amount of data uploaded to cloud storage. How 

can he/she access a certain part or certain parts of the 

data stored in cloud, then? In the past, there were two 

ways to get the job done [14]: 

1. The user downloads all his/her data from 

cloud. Since the data are in encrypted form, 

after the downloading, the user must decrypt 

all the data. Now the data are in plaintext 

format, and the user can finally search through 

them and pick out the part or parts he/she 

desires. Just as it appears, this process makes 

a lot of problems for the user. 

2. The user sends his/her secret key to the cloud 

server. With the user’s secret key, the cloud 

server decrypts all the data uploaded by the 

user and finds the part or parts of the data that 

the user desires. In this design, the user has no 

choice but to totally trust the cloud server, 

which can be a serious security problem if the 

cloud server has malicious purposes. 

To deal with the above problems, Song et al. [32] 

were the first to raise the concept of searching on 

encrypted data and named it the method of keyword 

search. In their method, the data owner can encrypt the 

data with some keywords, and the user can later access 

a certain part of the encrypted data that contains a 

specified keyword without having to download all the 

encrypted data, decrypt them all, and then do the 

searching. This way, the user can easily retrieve the part 

of the data that is needed without leaking any 

information. Here is a scenario to illustrate the concept 

of keyword search on encrypted data: Suppose Alice 

wants to store some data in cloud storage. She generates 

the ciphertext of the data. To make the data easy to 

access, Alice also sets the keyword “October” for the 

data. After generating the ciphertext of the keyword 

“October”, Alice sends all the encrypted data to cloud 

storage. Later, when Bob, an authorized user, wants to 

retrieve the data that contains the keyword “October”, 

he first generates the trapdoor of the keyword “October” 

and then sends this trapdoor to the cloud server as an 

access request. Upon receiving the request, the cloud 

server searches through the encrypted data and finds the 

data that contains the keyword “October” without 

decrypting the ciphertext. After that, the cloud server 

returns the corresponding ciphertext to Bob. 

However, in real-world practice, there are always 

risks when the cloud user has to fully trust the cloud 

service provider. In other words, there is no way the 

data owner should hand his/her private key over to the 

server. To solve this problem, Blaze et al. [3] presented 

the concept of proxy re-encryption which allows the 

delegated semi-trusted server to re-encrypt the 

ciphertext by using a re-encryption key without 

learning any information about the plaintext. There is a 

scenario to illustrate the concept of proxy re-encryption: 

Alice uses her public key to encrypt the data and 

uploads the encrypted data to the server. Alice has some 

data for Bob, but she does not want Bob to have her 

private key. Without Alice’s private key, Bob cannot 

decrypt the data. In order for Bob to be able to decrypt 

the ciphertext by using his own private key, Alice 

exploits her pubic key and Bob’s public key to generate 

a new key for the server called a re-encryption key. 

With this key, the server can re-encrypt the ciphertext 

without getting the plaintext. Then Bob can use his 

private key to decrypt the ciphertext without getting 

Alice’s private key. 

Later in 2009, the notion of conditional proxy re-

encryption was brought up by Weng et al. [36]. As the 

name suggests, by applying conditional proxy re-

encryption, the data owner is enabled to decide which 

ciphertext satisfies a certain keyword condition set that 

can be re-encrypted by the proxy. Then, in 2012, Fang 

et al. took a step further and proposed a hierarchical 

conditional proxy re-encryption scheme [15]. Inspired 

by Fang et al., in this paper, we shall propose a 

searchable hierarchical conditional proxy re-encryption 

scheme we have designed for cloud storage. As the 

name reveals, the aim of our new scheme is to combine 

keyword search and conditional proxy re-encryption. 

Our scheme has the following properties: 

1. Searching data without decrypting the 

ciphertext 

The CSP (Cloud Server Provider) does not 

need to decrypt the ciphertext; all the CSP 

does with the data in cloud storage is search 

on the encrypted data with a keyword in 

encrypted format to find the data the user 

needs. 

2. User authentication 

The CSP can confirm the user’s real identity 

with the trapdoor sent from the user. 
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3. Data owner authentication 

The CSP can utilize the ciphertext uploaded 

by the data owner and some public parameters 

to verify the legality of the data owner’s 

identity and the ciphertext. 

4. Re-delegation 

The CSP can utilize its re-encryption key to 

derive the sub-re-encryption key for the newly 

added keyword or for their children. 

5. Chosen-ciphertext security 

Our scheme is based on Fang et al.’s design 

[15]; by the same token, our scheme provides 

the same level of chosen-ciphertext security 

on the first and the second ciphertext. 

The rest of this paper is organized as follows. In 

Section 2, we shall review some related works dealing 

with keyword search and proxy re-encryption. Then, in 

Section 3, we will offer some preliminaries. In 

Section 4, we shall present the details of our new 

searchable hierarchical conditional proxy re-encryption 

scheme for cloud storage, followed by the results of a 

number of analyses on the proposed scheme’s features, 

performance, security, and correctness in Section 5. 

Finally, the conclusions will be in Section 6. 

2. Related works 

In this section, some related works dealing with 

keyword search on encryption data as well as some 

proxy re-encryption and conditional proxy re-encryp-

tion schemes will be quickly reviewed. 

2.1. Keyword search on encrypted data 

To make searching on encrypted data possible, Song 

et al. [32] first proposed a secure keyword search 

scheme in 2000. After that, many researchers have 

focused on how to design secure, efficient schemes for 

searches on encrypted data [2, 4, 6, 9, 17, 19, 20, 21, 22, 

24, 25, 27, 28, 31, 39, 40]. In 2004, Boneh et al. [4] 

proposed the idea of public key encryption with 

keyword search (PEKS), which allows the server to 

search through the stored data for the parts that contain 

certain keywords without decrypting the ciphertext. 

Golle et al. [17] proposed a conjunctive keyword search 

mechanism that allows the user to search with a 

conjunction of multiple keywords. Later, Park et al. [27] 

proposed an efficient public encryption scheme with 

conjunctive keyword search. On the other hand, to 

avoid the use of pairing operations, in 2006, Khader [20] 

proposed a public key encryption scheme with keyword 

search based on K-Resilient IBE. In 2008, Baek et al. 

[2] extended the PEKS into a secure channel free public 

key encryption scheme with keyword search (SCF-

PEKS), which does not include any secure channel 

between the user and the server. Then, in 2009, Liu et 

al. [24] proposed an efficient privacy preserving 

keyword search (EPPKS) scheme to improve the 

performance of PEKS, while Rhee et al. [28] brought 

up the concept of trapdoor indistinguishability and 

proposed a new scheme to mend the weakness they 

found in Baek et al.’s SCF-PEKS. In 2012, Liu et al. 

[25] improved Liu et al.’s EPPKS and proposed a new 

keyword search scheme called Secure and Privacy-

preserving Keyword Search (SPKS) that can do 

searches on encrypted data with the server in charge of 

the re-encryption of the ciphertext. 

2.2. Proxy re-encryption 

A proxy re-encryption (PRE) scheme allows the 

delegated semi-trusted server to re-encrypt the 

ciphertext by using its re-encryption key without 

learning any information about the plaintext. The 

concept of proxy re-encryption was proposed by Blaze 

et al. [3] in 1998. Later on, the pairing operation was 

commonly used in schemes of this kind [1, 8, 11, 18, 

23, 35]. In 2007, Ateniese et al. proposed an identity-

based proxy re-encryption scheme where the ciphertext 

can be transformed from one identity to another [1]. In 

addition, Chu and Tzeng [11] also proposed an identity-

based proxy re-encryption scheme without random 

oracles. Finally, due to the fact that the pairing 

operation consumes too much communication 

resources, in recent years, some PRE schemes have 

been proposed to avoid the use of the pairing operation 

[10, 13, 26, 29]. 

2.3. Conditional proxy re-encryption 

Firstly, type-based proxy re-encryption (TB-PRE) 

is a design where the data owner can categorize his/her 

ciphertext into different subsets and then delegate the 

decryption right of each subset to a specific delegator. 

In 2008, Tang [33] first proposed the construction of 

TB-PRE, providing fine-grained delegation and 

enabling the semi-trusted server to re-encrypt cipher-

text of a specific type by using a re-encryption key. 

Since then, quite a big portion of research endeavors in 

the field of study have been dedicated to the develop-

ment of TB-PRE schemes [12, 15, 16, 30, 34, 36, 37]. 

Among the schemes, Seo et al.’s TB-PRE scheme 

offered proven security against the standard-model 

chosen ciphertext attack and achieved proxy invisibility 

[30]. Since by definition TB-PRE means that the data 

owner can categorize the ciphertext into different 

subsets, TB-PRE is also referred to as conditional proxy 

re-encryption (C-PRE), where a condition is equivalent 

to a type [30]. Weng et al. [36] presented a kind of 

conditional proxy re-encryption where the data owner 

can assign some specific ciphertext to match a certain 

keyword condition set that can be re-encrypted by the 

semi-trusted proxy server. Later, Weng et al. [37] 

pointed out that Weng et al.’s scheme [36] had failed to 

achieve chosen ciphertext attack security (CCA-secu-

rity), and so they proposed a new C-PRE scheme to fix 

that problem. In addition, Fang et al. [16] also proposed 

an anonymous conditional proxy re-encryption scheme 

without random oracle. Chu et al. [12] presented a 

conditional proxy broadcast re-encryption scheme 

where the proxy can delegate decryption rights to a set 

of users at a time. In 2010, Vivek et al. [34] improved 
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the performance of Weng et al.’s [37] C-PRE scheme 

and proposed a more efficient construction for C-PRE. 

In 2012, Fang et al. proposed a hierarchical conditional 

proxy re-encryption (HC-PRE) scheme that enhanced 

the concept of C-PRE by allowing more general re-

encryption key delegation patterns [15]. 

To this day, no scheme proposed has had both ideas 

of searching on encrypted data and conditional proxy 

re-encryption combined. Inspired by Fang et al. [15], in 

this paper, we propose a new scheme that puts together 

keyword search and conditional proxy re-encryption. 

3. Preliminaries 

In this section, we shall review bilinear pairing [5], 

give some complexity assumptions in our scheme, and 

then introduce the idea of hierarchical conditional 

proxy re-encryption [37]. 

3.1. Bilinear pairing 

Let 𝔾1and 𝔾2 be two cyclic group with prime order 

𝑝, and 𝑔 is the generator of group 𝔾1. Suppose we have 

𝑎, 𝑏 ∈ ℤ𝑞  and a bilinear map 𝑒: 𝔾1 × 𝔾1 → 𝔾2 . Then 

there are some notable properties as follows [5]: 

1. Bilinearity for all 𝑎, 𝑏 ∈ ℤ𝑞 and 𝑃, 𝑄 ∈

𝔾1,𝑒(𝑎𝑃, 𝑏𝑄) = 𝑒(𝑃, 𝑄)𝑎𝑏. 

2. Computability. There in always an efficient 

polynomial time algorithm to compute 

𝑒(𝑃, 𝑄) ∈ 𝔾2, for any 𝑃, 𝑄 ∈ 𝔾1. 

3. Non-degeneration. There is always such a pair 

of 𝑃 and 𝑄 ∈ 𝔾1 that satisfies 𝑒(𝑃, 𝑄) ≠ 1. 

3.2. Hierarchical conditional proxy re-encryption 

Here is the hierarchical conditional proxy re-

encryption design proposed by Weng et al. in 2009 [37]. 

In their scheme, there are eight algorithms: setup, key 

generation, re-encryption key generation, level 2 

encryption, level 1 encryption, re-encryption, level 2 

decryption, and level 1 decryption. Figure 1 gives a 

rough idea of how the system works, and the algorithms 

are as follows: 

 Setup: The setup algorithm is executed by a trusted 

party with the input being the security parameter 1𝐾 

and the output the global parameters 𝐺𝑃. 

 KeyGen: The key generation algorithm produces 

the public key 𝑝𝑘𝑖 and secret key 𝑠𝑘𝑖 for the user 𝑖. 

 RKeyGen: The re-encryption key generation 

algorithm takes the secret key 𝑠𝑘𝑖, the conditional 

keyword 𝑤 , and the other public key 𝑝𝑘𝑗  as input 

and then outputs the re-encryption key 𝑟𝑘
𝑖

𝑤
→𝑗

. 

 Enc2: Level 2 encryption algorithm intakes the 

public key 𝑝𝑘 , the plaintext 𝑚 ∈ ℳ  and the 

conditional keyword 𝑤  and then outputs level 2 

ciphertext 𝐶𝑇. Here ℳ is the message space. 

 Enc1: Level 1 encryption algorithm takes the public 

key 𝑝𝑘 and the plaintext 𝑚 ∈ ℳ as input and then 

outputs level 1 ciphertext  𝐶𝑇 . Notice that this 

ciphertext cannot be encrypted by any other user. 

 ReEnc: The re-encryption algorithm intakes the 

second ciphertext  𝐶𝑇  and the re-encryption key 

𝑟𝑘
𝑖

𝑤
→𝑗

. 

 Dec2: Level 2 decryption algorithm takes the 

second ciphertext  𝐶𝑇 and the secret key 𝑠𝑘 as input 

and then outputs the message 𝑚. 

Dec1: Level 1 decryption algorithm intakes the first 

ciphertext 𝐶𝑇  and the secret key 𝑠𝑘  and then outputs 

the message 𝑚. 

 

 

Figure 1. Hierarchical conditional proxy re-encryption 
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Figure 2. Searchable hierarchical conditional proxy re-encryption 

4. The proposed scheme 

In this section, we shall present our searchable 

hierarchical conditional proxy re-encryption scheme. 

We will first illustrate the framework of our scheme and 

then give detailed descriptions to all the phases of our 

scheme. 

4.1. Framework of our scheme  

In this subsection, we shall first introduce the 

participants in our scheme and then the phases. There 

are four kinds of participants in our scheme: the trusted 

third party (TTP), the cloud service provider (CSP), the 

data owner, and the users. The role each participant 

plays is shown as follows. 

1. Trusted third party (TTP): The trusted third 

party is responsible for generating the public 

key and the secret key for the user and the data 

owner and also generating the re-encryption 

key for the cloud server provider. 

2. Cloud service provider (CSP): The function of 

CSP is to accept and store the ciphertext sent 

by the data owner. Upon receiving the 

retrieval request from the user, CSP searches 

through the stored data and finds what the user 

wants. Besides that, CSP is able to re-encrypt 

the ciphertext and uses a re-encryption key to 

generate a hierarchical key for a newly added 

keyword. 

3. Data owner: The data owner generates 

ciphertext on two different levels. One does 

not contain the keyword vector, while the 

other contains the keyword vector set by the 

data owner. 

4. Users: When a user wants to retrieve some 

data that contains a certain keyword, the user 

needs to generate the trapdoor of the keyword 

and then send it to CSP as a request. Then, 

when the user receives the re-encrypted 

ciphertext that CSP returns, he/she can use 

his/her secret key to decrypt it. 

There are 11 phases in our scheme: setup, key 

generation, re-encryption key generation, level 1 

encryption, level 2 encryption, verification, trapdoor 

generation, keyword searching, re-encryption, level 1 

decryption, and level 2 decryption. The flowchart of 

our scheme is shown in Figure 2, and the function of 

each phase is as follows: 

 Setup: In this phase, the security parameter 𝜆 is the 

input, the bilinear map is set, and then the system 

public parameters are outputted. 

 KeyGen: In this phase, the system public 

parameters are inputted, and the public key and the 

secret key for the data owner and the user are 

outputted.  

 Re-keyGen: In this phase, the inputs are the user’s 

secret key, the data owner’s secret key and a 

conditional keyword vector, and then the output is 

the re-encryption key for CSP. When a new 

keyword is added to the conditional keyword vector, 

1. Public and secret key 

1. Re-encryption key 

1. Public and secret key 

2. Ciphertext 

TTP 

CSP 

User 

Owner 

4. Trapdoor 

5. Search and re-encrypt 

6. Re-encryption ciphertext 

3. Verify and store 
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CSP can use the current re-encryption key to 

generate a new re-encryption key. This is called 

hierarchical key derivation. 

 Enc1: In order to have the message encrypted, the 

data owner inputs the message along with his/her 

public key and then gets the first level ciphertext for 

CSP. 

 Enc2: To encrypt the message with a conditional 

keyword vector, the data owner inputs the message 

along with his/her public key and a conditional 

keyword vector. The output is the second level 

ciphertext for CSP. 

 Verify: Upon receiving the ciphertext, CSP 

determines whether the ciphertext is truly sent by 

the data owner and has not been tampered by a 

malicious attacker. 

 Trapdoor: In order to retrieve the data which 

contains a certain keyword, the user generates the 

trapdoor of the keyword vector and then sends it to 

CSP. 

 Search: To search for the data the user requests, CSP 

inputs the ciphertext, the user’s public key and the 

trapdoor. 

 ReEnc: When CSP finds the data that the user 

requests, CSP uses the re-encryption key to encrypt 

the ciphertext. 

 Dec1: The user inputs his/her secret key and the first 

level ciphertext to decrypt the ciphertext. 

 Dec2: The user inputs his/her secret key and the 

second level ciphertext to decrypt the ciphertext. 

4.2. Our scheme 

In this subsection, we look into the details of the 

phases in our scheme. Table 1 lists the notations used in 

our scheme. 

Table 1. Notations used in our scheme 

Notations Descriptions 

𝑝 

𝑔 

𝐺1, 𝐺2 
 

𝑒 

H1, H2, H3, H4 

wi 

𝐿 

m 

⨁ 

A prime order 

A generator of 𝐺1 

Multiplicative cyclic groups of prime 

order 𝑝 

Bilinear map 𝑒: 𝐺1 × 𝐺1 → 𝐺2 

One-way hash functions 

Keyword 

The maximum length of keyword vector 

The message, 𝑚 ∈ ℳ 

XOR operation 

 

 Setup: With a security parameter 𝜆  inputted, set 

(𝑝, 𝑔, 𝐺1, 𝐺2, 𝑒)  as bilinear map parameters. Then, 

ℳ = {0,1}𝑘1 is set as the message space, and there 

are four one-way hash functions 𝐻1: {0,1}∗ →
𝑍𝑝

∗ , 𝐻2: 𝐺2 → {0,1}𝑘1 , 𝐻3: {0,1}∗ → 𝐺1
∗ , and 

𝐻4: {0,1}∗ → 𝑍𝑝
∗  . Let the conditional keyword 

vector be 𝑊 = (𝑤1, 𝑤2, … , 𝑤𝑘) ∈ {0,1}∗, where k is 

the length of W. Generate the random numbers 

𝑔1, 𝑔2, ℎ1, ℎ2, … , ℎ𝐿 ∈ 𝐺1 . The system public 

parameters are (𝑝, 𝑔, 𝐺1, 𝐺2, 𝑒, 𝑔1, 𝑔2, ℎ1, … , ℎ𝐿, 𝑘1,
𝐿, 𝐻1, 𝐻2, 𝐻3, 𝐻4). 

 KeyGen: Generate a random number 𝑥𝑖 ∈ 𝑍𝑝
∗  

for user 𝑖 and then compute 𝑋𝑖 = 𝑔𝑥𝑖. Set the public 

key as 𝑝𝑘𝑖 = 𝑋𝑖  and secret key as 𝑠𝑘𝑖 = 𝑥𝑖  for  

user 𝑖. 

 Re-keyGen: Given the data owner’s secret key 𝑠𝑘𝑖, 

the conditional keyword vector 𝑊 = (𝑤1, 𝑤2, … ,
𝑤𝑘), and the user’s secret key 𝑠𝑘𝑗, select a random 

number 𝑟 ∈ 𝑍𝑝
∗  and compute 

𝑎0 = 𝑔2

𝑥𝑖−𝑥𝑗 (∏ ℎ𝑙
𝐻4(𝑝𝑘𝑖,𝑤𝑙)

𝑔1
𝑘
𝑙=1 )

𝑙∈{𝑘+1,…,𝐿}

𝑟

, (1) 

𝑎1 = 𝑔𝑟, (2) 

𝑏 = (𝑏𝑙 = ℎ𝑙
𝑟)𝑙∈{𝑘+1,…,𝐿}. (3) 

The re-encryption key for CSP is 𝑟𝑘𝑖,𝑊,𝑗 =

(𝑎0, 𝑎1, 𝑏). When CSP needs to generate a new re-

encryption key for a new keyword vector 𝑊 =
(𝑤1, 𝑤2, … , 𝑤𝑘 , 𝑤𝑘+1) , CSP picks a random 

number 𝑡 ∈ 𝑍𝑝
∗  and then computes 

𝑎0′ =

𝑎0𝑏𝑘+1
𝐻4(𝑝𝑘𝑖,𝑤𝑘+1)

(∏ ℎ𝑙
𝐻4(𝑝𝑘𝑖,𝑤𝑙)

𝑔1
𝑘+1
𝑙=1 )

𝑙∈{𝑘+2,…,𝐿}

𝑡

,(4) 

𝑎1′ = 𝑎1𝑔𝑡 , (5) 

𝑏′ = (𝑏𝑙 = ℎ𝑙
𝑡)𝑙∈{𝑘+2,…,𝐿}. (6) 

The hierarchical re-encryption key is 𝑟𝑘𝑖,𝑊𝑘+1,𝑗 =

(𝑎0′, 𝑎1′, 𝑏′) , which is properly distributed to 

𝑊𝑘+1for 𝑟′ = 𝑟 + 𝑡. 

 Enc1: Data owner chooses a random number 𝑅 ∈
𝐺2

∗ and then computes  

𝑠 = 𝐻1(𝑚, 𝑅), (7) 

𝐵 = 𝑔𝑠, (8) 

𝐷 = 𝑒(𝑋𝑖 , 𝑔2)𝑠𝑅, (9) 

𝐸 = 𝑚⨁𝐻2(𝑅). (10) 

The first level ciphertext is 𝐶𝑇𝑖 = (𝐵, 𝐷, 𝐸). 

 Enc2: To encrypt the message with the conditional 

keyword vector 𝑊 = (𝑤1, 𝑤2, … , 𝑤𝑘) , data owner 

chooses 𝑅 ∈ 𝐺2
∗ and then computes 

𝑠 = 𝐻1(𝑚, 𝑅), (11) 

𝐵 = 𝑔𝑠, (12) 

𝐶 = (∏ ℎ𝑙
𝐻4(𝑝𝑘𝑖,𝑤𝑙)

𝑔1
𝑘
𝑙=1 )

𝑠

, (13) 

𝐷 = 𝑒(𝑋𝑖 , 𝑔2)𝑠𝑅, (14) 

𝐸 = 𝑚⨁𝐻2(𝑅), (15) 

𝐹 = 𝐻3(𝐵, 𝐶, 𝐷, 𝐸)𝑠. (16) 

The second level ciphertext is 𝐶𝑇𝑖 = (𝐵, 𝐶, 𝐷, 𝐸, 𝐹). 

 Verify: After receiving the ciphertext, CSP checks 

out  

𝑒 (∏ ℎ𝑙
𝐻4(𝑝𝑘𝑖,𝑤𝑙)

𝑔1
𝑘
𝑙=1 , 𝐵) =? 𝑒(𝐶, 𝑔), (17) 

𝑒(𝐻3(𝐵, 𝐶, 𝐷, 𝐸), 𝐵) =? 𝑒(𝐹, 𝑔). (18) 
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If both check out, CSP accepts and stores the 

ciphertext. 

 Trapdoor: When the user wants to retrieve a part of 

the stored data that contains the conditional 

keyword vector 𝑊 = (𝑤1, 𝑤2, … , 𝑤𝑘) , he/she 

computes the trapdoor of the conditional keyword 

vector as  

𝑇𝑤𝑗
= (∏ ℎ𝑙

𝐻4(𝑋𝑖,𝑤𝑙)𝑘
𝑙=1 𝑔1)

𝑥𝑗
 (19) 

and then sends it to CSP. 

 Test: When receiving the trapdoor from the user, 

CSP tests to see whether 𝑒(𝐵, 𝑇𝑤𝑗
)  is equal to 

𝑒(𝑝𝑘𝑗 , 𝐶)  or not. If the result is positive, CSP re-

encrypts the ciphertext and then sends it to the user. 

 ReEnc: After finding the data that the user requests, 

CSP re-encrypts the ciphertext by computing  

𝐷′ =
𝑒(𝑎1,𝐶)

𝑒(𝑎0,𝐵)
∙ 𝐷. (20) 

The re-encrypted ciphertext, namely 𝐶𝑇𝑗 =

(𝐵, 𝐷′, 𝐸), is then sent to the user. 

 Dec1: To decrypt the re-encrypted first level 

ciphertext 𝐶𝑇𝑗 = (𝐵, 𝐷′, 𝐸) , the user uses his/her 

secret key 𝑠𝑘𝑗and computes 

𝑅 =
𝐷′

𝑒(𝐵,𝑔2)
𝑥𝑗

, (21) 

𝑚 = 𝐸⨁𝐻2(𝑅), (22) 

𝑠 = 𝐻1(𝑚, 𝑅). (23) 

After computing 𝑅, 𝑚  and 𝑠 , the user checks 𝐵 =
? 𝑔𝑠. If it checks out, then the message 𝑚 is returned. 

 Dec2: To decrypt the re-encrypted second level 

ciphertext 𝐶𝑇𝑗 = (𝐵, 𝐶, 𝐷′, 𝐸, 𝐹)  containing the 

conditional keyword vector, the user uses his/her 

secret key 𝑠𝑘𝑗 and computes  

𝑅 =
𝐷′

𝑒(𝐵,𝑔2)
𝑥𝑗

, (24) 

𝑚 = 𝐸⨁𝐻2(𝑅), (25) 

𝑠 = 𝐻1(𝑚, 𝑅). (26) 

After computing 𝑅, 𝑚, and 𝑠, the user checks  

𝐵 =? 𝑔𝑠, (27) 

𝐶 =? (∏ ℎ𝑙
𝐻4(𝑝𝑘𝑖,𝑤𝑙)

𝑔1
𝑘
𝑙=1 )

𝑠

, (28) 

𝐹 =? 𝐻3(𝐵, 𝐶, 𝐷′, 𝐸)𝑠. (29) 

If all check out, then the message 𝑚 is returned. 

5. Analysis of the proposed scheme 

In this section, we shall first show how our new 

scheme compares with Zhao et al.’s [40], Liu et al.’s 

[25], Fang et al.’s [15], and Seo et al.’s scheme [30] in 

terms of function as well as performance. Then, we will 

analyze the security of our scheme and confirm the 

correctness with a BAN logic [7, 38] check. 

5.1. Comparisons 

In this subsection, we compare the functions and 

performance of our scheme with those of Zhao et al.’s, 

Liu et al.’s, Fang et al.’s, and Seo et al.’s scheme. Of all 

the schemes compared, Zhao et al.’s, and Liu et al.’s 

focus on secure keyword search , while Fang et al.’s, 

and Seo et al.’s focus on conditional proxy re-

encryption.  

5.1.1. Function comparison 

Before looking into the comparison results, let’s 

define some abbreviations we use. Expressions such as 

AuthID Pro, User Auth, Owner Auth, Searching, and P-

Re are used to indicate authorized identity protection, 

user authentication, data owner authentication, search 

on encrypted data, and proxy re-encryption, respec-

tively. The comparison results are given in Table 2. As 

the table reveals, Zhao et al.’s, and Liu et al.’s both fall 

short of offering data owner authentication, which 

means vulnerability to the modification attack where 

the attacker sends fake ciphertext to CSP and the user 

never receives the data he/she requests. On the other 

hand, although Fang et al.’s and Seo et al.’s are under 

the protection of data owner authentication, they are 

both incapable of supporting searches on encrypted 

data. In contrast, our scheme offers both data owner 

authentication but also searching on encrypted data. 

Table 2. Function comparison of our scheme and other 

schemes 

 
AuthID 

Pro 

User 

Auth 

Owner 

Auth 
Searching P-Re 

Zhao et al.’s v v x v x 

Liu et al.’s v v x v v 

Fang et al.’s v v v x v 

Seo et al.’s v v v x v 

Our scheme v v v v v 

 

5.1.2. Performance comparison 

For the performance comparison, we use Encrypt, 

Trapdoor, Verification, Test, and Re-encryption as 

abbreviations for conditional encryption, trapdoor 

generation, verification of data owner, keyword test, 

and proxy re-encryption, respectively. Note that 

conditional encryption includes conditional encryption, 

type-based encryption, and keyword encryption. In 

addition, we define 𝑃 as a map-to-point hash function 

operation, 𝐸  as a pairing operation, and 𝑀  as a 

multiplication operation in 𝐺1 . The performance 

comparison results are given in Table 3. According to 

the running time calculations in millisecond given in 

[41], the running time of one map-to-point hash 

function operation is 3.04 ms, one pairing operation is 

20.04 ms, and one multiplication operation is 2.21 ms. 

Check the table, we can see that the performance of our 

scheme is not the best. However, our scheme can 

support the all functions in Table 2.
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Table 3. Performance comparison of our scheme and other schemes 

 Encrypt Trapdoor Verification Test Re-encryption 

Zhao et al.’s 1𝑃 + 2𝐸 + 3𝑀 4𝑃 + 1𝐸 + 3𝑀 − 1𝑃 + 4𝐸 + 2𝑀 − 

Liu et al.’s 1𝑃 + 1𝐸 1𝑃 − 1𝐸 1𝑃 + 2𝐸 + 2𝑀 

Fang et al.’s 3𝑃 + 1𝐸 + 3𝑀 − 2𝐸 + 1𝑀 − 2𝐸 

Seo et al.’s 1𝐸 + 4𝑀 − 1𝐸 + 2𝑀 − 1𝑀 

Our scheme 3𝑃 + 1𝐸 + 3𝑀 0𝑃 + 0𝐸 + 0𝑀 2𝐸 + 1𝑀 1𝐸 2𝐸 

 

1. CSP can verify the data owner’s identity. 

To determine the legitimacy of the data owner, 

CSP utilizes the ciphertext 𝐵, 𝐶, 𝐷, 𝐸, 𝐹, data 

owner’s public key, and the keyword vector to 

verify the data owner’s identity. Because the 

data owner uses the public key to generate the 

ciphertext, CSP can confirm the data owner’s 

identity by checking out the ciphertext. 

2. CSP can verify that the sender of the 

ciphertext is an authorized data owner. 

To avoid mistakenly accepting tampered 

ciphertext from a malicious attacker, CSP 

must check the integrity of the ciphertext. 

When CSP verifies the data owner’s identity, 

the ciphertext is examined at the same time. If 

any part of the ciphertext is tampered, it 

cannot pass the verification. 

3. CSP can verify the user’s identity. 

Upon receiving the trapdoor of the keyword 

vector from a user as a searching request, CSP 

must check the user’s identity to make sure 

he/she is properly authorized. CSP utilizes the 

ciphertext 𝐵, 𝐶, 𝐷, 𝐸, 𝐹 , the data owner’s 

public key, the user’s pubic key and the 

keyword vector to verify the user’s identity. 

Only a legitimate user owns the secret key that 

can be used to generate the trapdoor. In fact, 

CSP can verify the user’s identity and search 

for the data the user requests as the same time. 

4. The user can verify whether the ciphertext is 

tampered. 

Upon receiving the re-encrypted ciphertext, 

the user verifies the integrity of the re-

encrypted ciphertext to determine whether it 

has been tampered by a malicious attacker. 

The user exploits his/her secret key to decrypt 

the re-encrypted ciphertext. After decrypting 

the re-encrypted ciphertext, the user exploits 

the re-encrypted ciphertext and the plaintext to 

check the integrity of the ciphertext. Only CSP 

has the re-encryption key and thus can have 

the ciphertext re-encrypted, and only the 

legitimate user can exploit his/her secret key 

to recover the integral plaintext. 

5. Our scheme can achieve chosen-ciphertext 

security. 

Based on Fang et al.’s design [15], our scheme 

inherits the chosen-ciphertext security on the 

first and the second ciphertext. 

5.3. Correctness analysis 

In this subsection, we use the BAN logic [7, 38] to 

check the correctness of the data owner verification, 

user verification, and ciphertext verification of our 

scheme. The BAN logic is a well-accepted method to 

analyze the correctness of cryptographic protocols. 

Before applying the BAN logic, let’s define some 

notations, goals and assumptions as follows. 

5.3.1. Notations 

Here we deal with the syntax and notations of the 

BAN logic. Assume that 𝐴  and 𝐵  are some specific 

participators, and 𝑋  is the formula (statement). The 

basic rules of language are as follows [7, 38]: 

1. 𝐴|≡𝑋  means 𝐴  believes that formula 𝑋  is 

ture. 

2. 𝐴|≡ 𝐵 means 𝐴 believes 𝐵’s action. 

3. 𝐴|⟹𝑋  means 𝐴  has complete control over 

formula 𝑋. 

4. 𝐴 ⊲ 𝑋 means 𝐴 holds or sees formula 𝑋. 

5. #(𝑋) means formula 𝑋  is fresh and has not 

been used before. 

6. 𝐾𝐴
⟼

𝐴  means 𝐾𝐴  is the public key for 𝐴  and 

𝐾𝐴
−1 is the private key for A. 

7. 
𝑅𝑢𝑙𝑒 1

𝑅𝑢𝑙𝑒 2
 means 𝑅𝑢𝑙𝑒 2 is derived from 𝑅𝑢𝑙𝑒 1. 

5.3.2. Goals 

The roles and the goals in our scheme are as follows. 

First, there are four roles in our scheme: the trusted 

third party (𝑇𝑇𝑃), the data owner (𝑂𝑤𝑛𝑒𝑟), the cloud 

service provider (𝐶𝑆𝑃 ), and the user (𝑈𝑠𝑒𝑟 ). Then, 

there are three goals to be achieved. In the BAN logic 

language, the three goals are: 

𝐺1.𝐶𝑆𝑃|≡𝑂𝑤𝑛𝑒𝑟 ⊲ 𝐾𝑜𝑤𝑛𝑒𝑟
−1  

𝐺2.𝐶𝑆𝑃|≡𝑈𝑠𝑒𝑟 ⊲ 𝐾𝑈𝑠𝑒𝑟
−1  

𝐺3.𝑈𝑠𝑒𝑟|≡𝐶𝑆𝑃 ⊲ 𝑟𝑘 

𝐺1 means in verification phase 𝐶𝑆𝑃 needs to make 

sure that the sender of the ciphertext is 𝑂𝑤𝑛𝑒𝑟 and that 

the ciphertext has not been tampered by an attacker. So 

𝐶𝑆𝑃 must believe that 𝑂𝑤𝑛𝑒𝑟 holds his/her private key 

so that he/she can create the ciphertext. 𝐺2 means in the 

test phase 𝐶𝑆𝑃  needs to verify 𝑈𝑠𝑒𝑟 ’s identity to 

determine that the trapdoor is permissible by believing 

that 𝑈𝑠𝑒𝑟 holds his/her private key so that he/she can 
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create the trapdoor. 𝐺3 means 𝑈𝑠𝑒𝑟 needs to determine 

that the re-encrypted ciphertext has not been tampered 

by an attacker; in other words, 𝑈𝑠𝑒𝑟 needs to believe 

that 𝐶𝑆𝑃 holds the re-encryption key 𝑟𝑘 to generate the 

re-encrypted ciphertext. 

5.3.3. Assumptions 

With the goals set, now let’s state our assumptions 

as follows: 

𝐴1.𝐶𝑆𝑃|≡ 𝐾𝑜𝑤𝑛𝑒𝑟
⟼

𝑂𝑤𝑛𝑒𝑟 

𝐴2.𝑈𝑠𝑒𝑟|≡ 𝐾𝑂𝑤𝑛𝑒𝑟
⟼

𝑂𝑤𝑛𝑒𝑟 

𝐴3.𝐶𝑆𝑃|≡ 𝐾𝑈𝑠𝑒𝑟
⟼

𝑈𝑠𝑒𝑟 

𝐴4.𝑂𝑤𝑛𝑒𝑟|⟹𝐾𝑜𝑤𝑛𝑒𝑟
−1  

𝐴5.𝑈𝑠𝑒𝑟|⟹𝐾𝑈𝑠𝑒𝑟
−1  

𝐴6.𝐶𝑆𝑃|⟹𝑟𝑘 

𝐴7.𝐶𝑆𝑃|⟹𝑊 

5.3.4. Verification of the data owner 

The data owner verification process in the 

verification phase is checked with the BAN logic as 

follows: 

Message 1: 𝑂𝑤𝑛𝑒𝑟 ⟶ 𝐶𝑆𝑃: 𝐶𝑇𝑖 = (𝐵, 𝐶, 𝐷, 𝐸, 𝐹) 

𝑉1. 𝐶𝑆𝑃 ⊲ 𝐵, 𝐶, 𝐷, 𝐸, 𝐹 

𝑉2.
𝐶𝑆𝑃⊲𝑤𝑙,𝐶𝑆𝑃⊲𝐵  

𝐶𝑆𝑃⊲𝐶
 

𝑉3.
𝐶𝑆𝑃⊲𝐶,𝐶𝑆𝑃⊲𝐷,𝐶𝑆𝑃⊲𝐸  

𝐶𝑆𝑃⊲𝐹
 

𝑉4.
𝐶𝑆𝑃|≡𝐹  

𝐶𝑆𝑃|≡(𝐵,𝐷,𝐸)
 

𝑉5.
𝐶𝑆𝑃|≡𝐷,𝐶𝑆𝑃|≡𝐾𝑜𝑤𝑛𝑒𝑟

⟼ 𝑂𝑤𝑛𝑒𝑟

𝐶𝑆𝑃|≡𝑂𝑤𝑛𝑒𝑟⊲𝐾𝑜𝑤𝑛𝑒𝑟
−1  

When 𝐶𝑆𝑃  receives the ciphertext from 𝑂𝑤𝑛𝑒𝑟 , 

𝐶𝑆𝑃  can exploit the information to determine the 

correctness. From formula 𝑉5 , we can infer that our 

scheme does achieve the goal we set. By formula 𝑉5, 

𝐶𝑆𝑃  believes that 𝑂𝑤𝑛𝑒𝑟  holds the private key to 

create the ciphertext. 

5.3.5. Verification of the user 

The correctness of user verification in the test phase 

is verified with the BAN logic as follows: 

Message 1: 𝑈𝑠𝑒𝑟 ⟶ 𝐶𝑆𝑃: 𝑇𝑤𝑗
 

𝑉1. 𝐶𝑆𝑃 ⊲ 𝑇𝑤𝑗
 

𝑉2.
𝐶𝑆𝑃|≡𝑊,𝐶𝑆𝑃|≡(𝐵,𝐶),𝐶𝑆𝑃|≡𝐾𝑈𝑠𝑒𝑟

⟼ 𝑈𝑠𝑒𝑟

𝐶𝑆𝑃|≡𝑇𝑤𝑗

 

𝑉3.
𝐶𝑆𝑃|≡𝑇𝑤𝑗

𝐶𝑆𝑃|≡𝑈𝑠𝑒𝑟⊲𝐾𝑈𝑠𝑒𝑟
−1  

When 𝐶𝑆𝑃  receives the trapdoor, 𝐶𝑆𝑃  can exploit 

the ciphertext sent from 𝑂𝑤𝑛𝑒𝑟 and 𝑈𝑠𝑒𝑟’s public key 

to determine the correctness. Formula 𝑉3, we can infer 

that our scheme achieves the goal we set for 𝑇𝑒𝑠𝑡 phase. 

By formula 𝑉3 , 𝐶𝑆𝑃  believes that 𝑈𝑠𝑒𝑟  holds the 

private key to create the trapdoor. 

5.3.6. Verification of the ciphertext 

In this subsection, we examine the correctness of 

the re-encrypted ciphertext verification process in the 

decryption phase (including 𝐷𝑒𝑐1 and 𝐷𝑒𝑐2) with the 

BAN logic. The details are as follows: 

For 𝐷𝑒𝑐1: 

Message 1: 𝐶𝑆𝑃 ⟶ 𝑈𝑠𝑒𝑟: 𝐶𝑇𝑗 = (𝐵, 𝐷′, 𝐸) 

𝑉1. 𝑈𝑠𝑒𝑟 ⊲ 𝐵, 𝐷′, 𝐸 

𝑉2.
𝑈𝑠𝑒𝑟⊲(𝐵,𝐷′),𝑈𝑠𝑒𝑟⊲ 𝐾𝑈𝑠𝑒𝑟

−1

𝑈𝑠𝑒𝑟⊲𝑅
 

𝑉3.
𝑈𝑠𝑒𝑟⊲𝐸,𝑈𝑠𝑒𝑟⊲𝑅  

𝑈𝑠𝑒𝑟⊲𝑚
 

𝑉4.
𝑈𝑠𝑒𝑟⊲(𝑚,𝑅)  

𝑈𝑠𝑒𝑟⊲𝑠
 

𝑉5.
𝑈𝑠𝑒𝑟|≡(𝑠,𝐵)  

𝑈𝑠𝑒𝑟|≡(𝑅,𝑚)
 

𝑉6.
𝑈𝑠𝑒𝑟|≡𝑅  

𝑈𝑠𝑒𝑟|≡𝐷′ 

𝑉7.
𝑈𝑠𝑒𝑟|≡𝐷′

𝑈𝑠𝑒𝑟|≡𝐶𝑆𝑃⊲𝑟𝑘
 

When 𝑈𝑠𝑒𝑟 receives the ciphertext, he/she exploits 

all information contained in it to determine that the re-

encrypted ciphertext is truly sent by 𝐶𝑆𝑃 and has not 

been tampered by an attacker. By formula 𝑉7 , 𝑈𝑠𝑒𝑟 

believes 𝐶𝑆𝑃  holds the re-encryption key that can be 

used to re-encrypt the ciphertext, and therefore we can 

infer that our scheme achieves the goal we set for phase 

𝐷𝑒𝑐1. 

For 𝐷𝑒𝑐2: 

Message 1: 𝐶𝑆𝑃 ⟶ 𝑈𝑠𝑒𝑟: 𝐶𝑇𝑗 = (𝐵, 𝐶, 𝐷′, 𝐸, 𝐹) 

𝑉1. 𝑈𝑠𝑒𝑟 ⊲ 𝐵, 𝐶, 𝐷′, 𝐸, 𝐹 

𝑉2.
𝑈𝑠𝑒𝑟⊲(𝐵,𝐷′),𝑈𝑠𝑒𝑟⊲ 𝐾𝑈𝑠𝑒𝑟

−1

𝑈𝑠𝑒𝑟⊲𝑅
 

𝑉3.
𝑈𝑠𝑒𝑟⊲𝐸,𝑈𝑠𝑒𝑟⊲𝑅  

𝑈𝑠𝑒𝑟⊲𝑚
 

𝑉4.
𝑈𝑠𝑒𝑟⊲(𝑚,𝑅)  

𝑈𝑠𝑒𝑟⊲𝑠
 

𝑉5.
𝑈𝑠𝑒𝑟|≡(𝑠,𝐵)  

𝑈𝑠𝑒𝑟|≡(𝐶,𝑅,𝑚)
 

𝑉6.
𝑈𝑠𝑒𝑟|≡(𝑅,𝑚)  

𝑈𝑠𝑒𝑟|≡(𝐷′,𝐸)
 

𝑉7.
𝑈𝑠𝑒𝑟|≡𝐷′

𝑈𝑠𝑒𝑟|≡𝐹
 

𝑉8.
𝑈𝑠𝑒𝑟|≡𝐹 

𝑈𝑠𝑒𝑟|≡𝐶𝑆𝑃⊲𝑟𝑘
 

When 𝑈𝑠𝑒𝑟 receives the ciphertext that contains the 

keyword, he/she exploits all information contained in it 

to determine whether the re-encrypted ciphertext sent 

from 𝐶𝑆𝑃  has been tampered by an attacker. By 

formula 𝑉8 , 𝑈𝑠𝑒𝑟  believes that 𝐶𝑆𝑃  holds the re-

encryption key for the re-encryption of the ciphertext. 

Therefore, we can infer that our scheme achieves the 

goal we set for phase 𝐷𝑒𝑐2. 
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In this paper we presented two multistart tabu 

search implementations for the MAX - CUT problem. 

The algorithm can quickly find solutions that are 

competitive with those found by most successful 

algorithms described in the literature. For 6 benchmark 

graphs the solutions of weight larger than the best 

known value were produced. 

6. Conclusions 

In this paper, we have presented a searchable 

hierarchical conditional proxy re-encryption scheme 

for cloud storage services. Not only does our new 

scheme support hierarchical proxy re-encryption but it 

also allows CSP to do keyword searching on the 

encrypted data. If a new keyword is added, our scheme 

can exploit the current re-encryption key to generate a 

new re-encryption key for the newly added keyword. 

The correctness of our new scheme has been proven by 

a BAN logic examination. Compared with similar 

schemes, our scheme shows superiority in terms of 

function, performance, and security. So far, quite a 

number of new schemes including ours can support the 

generation of new re-encryption keys for when new 

keywords are added. In the future, we hope to develop 

a new re-encryption key that can handle keyword 

reduction. 
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