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ABSTRACT

This paper presents implementation and evaluation of an
intraoperative arthroscopic tracker system for research and
educational use. The system enables automatic pose and
force data exchange between a physical asset and a di-
gital model, which is required in arthroscopic digital twins.
Surgical instrument motion tracking is captured using an
inertial measurement unit in combination with stereo vis-
ion (ZED mini, Stereolabs, USA), and force registration is
achieved using a 6 degree-of-freedom force-torque sensor
(Nano 25, ATI Industrial Automation, USA). An integra-
tion layer in the software system continuously fetches data
from the sensors, and transmits data over a network connec-
tion. The software visualization layer displays the instru-
ment pose and force readings relative to a 3D anatomical
model in real-time (24 Hz). Position accuracy of the sys-
tem was compared to a Kuka LBR Med 14 R820 collabor-
ative robot, and the total root mean square error was found
to be 12.60 mm. A post-operative instrument trajectory map
from sampled pose and force/torque data was implemented
in Matlab, and demonstrated in an experiment. The system
is considered feasible for use in research and educational
applications.

BACKGROUND

With more sensor data available nowadays, digital twins
have recently gained much attention and is currently an act-
ive field of research. In healthcare, recent advances in auto-
matic segmentation of magnetic resonance imaging (MRI)
models using machine learning methods have enabled auto-
matic creation of patient specific digital anatomical mod-
els in a short amount of time (Kulseng et al., 2023), which
makes implementation of digital twins in clinical healthcare
feasible. Many definitions have been proposed for digital
twins in healthcare, mostly describing the patient as a phys-
ical system to be modelled (Lauzeral et al., 2019; Corral-
Acero et al., 2020; Chase et al., 2021; Aubert et al., 2021;
Hernigou et al., 2021; Bjelland, Rasheed, Schaathun, Ped-
ersen, Steinert, Hellevik and Bye, 2022). Moreover, Fuller
et al. (2020) describes that there must exist automatic data
exchange between the physical system and the model, and

that the flow of information must not only go from the phys-
ical asset to the digital twin, but also from the digital twin
back to the physical asset. This separates a digital twin from
a digital model. For arthroscopic knee surgery, recent ef-
forts have focused on real-time patient-specific surgical sim-
ulation with kinesthetic haptic feedback for resident doctor
training and pre-operative planning purposes. In this set-
ting, some patient-specific simulations have been referred
to as digital twins. However, we argue that for these simu-
lation models to be considered a true digital twin, they must
consider intraoperative data with automatic data exchange
(Bjelland, Pedersen, Steinert and Bye, 2022), as shown in
Fig. 1.

Intraoperative data collection can be classified into (i)
force sensing techniques, and (ii) instrument tracking tech-
niques for surgical navigation. Surgical interaction force
measurements are often used in haptic research related
to haptic rendering for surgical simulations in impedance
based kinesthetic systems. Force measurements can be used
in the simulation indirectly by calibrating a finite element
material model by manual or automatic methods, or dir-
ectly by interpolation methods, as described by Bjelland,
Pedersen, Steinert and Bye (2022). Another application of
surgical interaction force measurements is to provide force
feedback during surgical training (not to be confused with
kinesthetic haptic feedback), which can be beneficial for
resident doctors. For example, a study showed that almost
half of the errors made my novice surgeons were related to
excessive use of force (Tang et al., 2005). Golahmadi et al.
(2021) performed a systematic review of tool-tissue forces
in surgery, and stated that force measurements can provide
a quantitative metric of surgical skills, as well as allowing
for definition and characterization of safe force ranges for
specific maneuvers. They found that novices exerted 22.7%
more force than experts, and that a force feedback mechan-
ism (e.g. sound, visual or haptic) reduced interaction forces
by 47.9%.

Surgical force sensing techniques can be categorized into
direct and indirect methods. For direct methods, the force
sensor is normally placed near or on the surgical instrument
(Song and Fu, 2019). Measurement principles for multidi-
mensional force sensors include resistive, capacitive, piezo-
electric, optical fiber and strain gauge based principles. For
indirect methods, the force sensors are placed between the
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Fig. 1: Arthroscopic digital twin schematic for implementation of a system for collection of intraoperative tool-tissue
interaction data, enabling intraoperative decision support and a post-operative virtual surgery database. Adapted from

Bjelland, Pedersen, Steinert and Bye (2022).

patient and a static object. Because indirect methods could
require more force sensors, and are more prone to bias from
patient movement, direct methods are usually preferred.
A recent review investigated image-based force estimation
for medical applications, and found that these methods are
now feasible for estimating interaction forces for providing
haptic feedback in telerobotic systems (Nazari et al., 2021).
However, the image-based methods rely on learning-based
or model-based relations between force and deformation,
and are thus not suitable for tissue characterization.

Instrument motion tracking enables enhanced intraoper-
ative surgical navigation, with the goal of determining in-
strument pose (position and orientation) relative to patient-
specific anatomy. It also enables detailed recording of the
surgical tool-path, that can later be used to create a post-
operative trajectory map or database. For instrument track-
ing in surgical navigation, the two most common commer-
cially available techniques are based on optical or electro-
magnetic tracking. Optical tracking systems normally use
fiducial markers that can be attached to the instrument or
anatomical structure, although recent efforts have demon-
strated the use of markerless navigation (Hu et al., 2021).
The position accuracy of recent optical systems has been
found to be 0.045 mm (Fattori et al., 2021). The limit-
ation of optical systems is that they need a direct line of
sight between the camera and tool, and the tool tip position
must therefore be estimated by the use of kinematic rela-
tions. Electromagnetic systems are based on small electro-
magnetic sensors that can be inserted on the tip of a surgical
instrument. This allows for in-body tracking with a posi-
tion and orientation accuracy of approximately 2.2 mm and
0.5◦ (Attivissimo et al., 2021). However, commercial elec-
tromagnetic systems have a limited work space of 500 mm,
and the accuracy can be affected by the presence of ferro-
magnetic materials. Commercial systems can also be pro-
hibitively expensive for lab research. Recent developments
in low-cost stereo camera systems have made motion track-
ing more available to the general public. Welch and Foxlin
(2002) state that ideal motion tracking systems should:

• have all six degrees of freedom,

• have a positional accuracy better than 1 mm in position
and 0.1 degree in rotation,
• run at 1000 Hz with latency less than 1 ms,
• not be affected by environment (light, sound, heat, mag-
netic fields, etc.), and
• be cheap.
Recently, an arthroscopic tracking system based on an in-
ertial measurement unit (IMU) in combination with stereo
vision was presented (Ma et al., 2020). This system utilized
a ZED mini (Stereolabs, USA) stereo camera with a built
in IMU sensor to replace external tracking systems. This
enables a much larger work space than traditional systems.
The position accuracy of the system was compared with a
high-end optical tracker system (Polaris, Northern Digital,
Canada), and the mean square error between the two sys-
tems was found to be 0.99 mm.

This paper presents an arthroscopic tracker system for
research and educational use. The system enables auto-
matic pose and force data exchange between a physical as-
set and a digital model, which provides the foundation for
an arthroscopic digital twin. Intraoperative motion track-
ing is achieved through a combination of stereo vision and
IMU with 6 DOF, and force registration is achieved through
a 6 DOF high-end force-torque sensor. This builds on pre-
vious work by Ma et al. (2020), but expands the system to
include interaction force measurements. The system utilizes
automatically segmented 3D-anatomic models obtained by
MRI scans, which can create patient-specific models in a
short amount of time (Kulseng et al., 2023). The function-
ality of the presented system includes:
• real-time intraoperative navigation support with patient-
specific anatomy,
• real-time intraoperative force feedback through a visual
feedback mechanism,
• synchronized tool-path and force-interaction database for
haptic research, and a
• post-operative instrument trajectory map with forces.

The contributions of this paper can be summarized as:
• Hardware design and software implementation for an
arthroscopic tracker system that enables automatic data ex-



Fig. 2: System overview with main system components.

change for arthroscopic digital twins.
• Implementation of a post-operative instrument trajectory
map simulation.
• An evaluation experiment demonstrating the position ac-
curacy of the system.

SYSTEM DESCRIPTION

In the following, a description of the implemented proto-
type is given. The system consists of a hardware platform
with just a few easy to move parts, as well as a distributed
software package for sensory data collection, transmission
and visualisation.

Hardware

The hardware system consists of a Windows PC, an arth-
roscopic tracker assembly, a laser cut MDF plate with a 3D-
printed stand attached, a National Instruments (NI) myDAQ
device, and an ATI DAQ interface power supply. An over-
view is shown in Fig. 2. A functional knee model from 3B
scientific (no. 1000163) is included to represent the physical
asset, and is used for demonstration purposes. The laser cut
MDF plate ensures a fixed position between the knee model
and the start position of the arthroscopic tracker prototype.

The arthroscopic tracker assembly consists of a modi-
fied Arthrex AR 10000 hook probe instrument for arthro-
scopic examination, a custom 3D-printed tool adapter, an
ATI force-torque sensor, a ZED Mini stereo camera/IMU,
a custom 3D-printed handle, and miscellaneous fasteners.
The arthroscopic assembly is shown in Fig. 3. The AR
10000 hook probe is fastened to the tool adapter using a per-
pendicular M3 set screw. By interchanging the 3D-printed
tool adapter, other surgical instruments can easily be fixed
to the setup.

The force-torque sensor embedded in the arthroscopic
device is a Nano25 multi-axis force/torque sensor system
from ATI Industrial Automation (USA). The sensor, shown

in Fig. 3, only weighs 0.0634 kg and is connected to a
NI myDAQ device. The system measures all six compon-
ents of force and torque, and consists of a transducer, shiel-
ded high-flex cable, and intelligent data acquisition system.
The force-torque sensor is factory calibrated for a force of
±250 N in the perpendicular directions and 1000 N in the
axial direction, with a measurement uncertainty less than
1% of its full scale load. By combining it with the arthro-
scopic device, it is possible to measure and record the force
exerted by the tool during operation.

The ZED Mini, visible in Fig. 3, is a stereoscopic camera
for spatial high-resolution image capture. It uses the images
received from the two cameras to create a depth-map of the
captured scene and can detect depth up to 15 meters. Ad-
ditionally, it is equipped with both an accelerometer and a
gyroscope for accurate spatial tracking. By attaching it to
the arthroscopic device, its movements can be recorded dur-
ing operation. The reported accuracy for 6 DOF pose from
the product data sheet is ±1 mm for position, and 0.5◦ for
orientation. The maximum sampling rate is 100 Hz.

As mentioned, both sensors are attached to the arthro-
scopic device, enabling spatial and tactile sensory inform-
ation to be recorded during usage of the device.

Software

The software architecture consist of two main parts. An
integration layer, responsible for sensor acquisitions, data
synchronisation as well as persistence and a visualisation
layer responsible for displaying the on-going procedure in a
virtual 3D environment.

The integration layer is implemented in C++ and makes
use of the ZED Software Development Kit (SDK) in order
to fetch pose data from the ZED mini camera. Sensor data
from the 6 DOF force sensor is retrieved using the ATIDAQ
C library from ATI Industrial Automation. The application
is configured to continuously transmit data over a network
connection for e.g. visualisation purposes. Furthermore, the
application can be configured to persist pose and force data
to the hard-drive for later processing. The sampling rate is
24 Hz. Due to the requirements of the NI and ZED software
used, the application must run on a Windows PC equipped
with a CUDA-enabled GPU.

The visualisation layer is implemented using web tech-
nologies, enabling clients to view the procedure without
any prior software requirements other than a regular web-
browser. WebGL, a cross-platform Javascript API for ren-
dering 3D graphics, is used to render the 3D visuals as seen
in Fig. 4. In particular, the Javascript library three.js is used
to simplify interaction with the WebGL API.

Communication between the client and the integra-
tion layer is facilitated using Websockets, which is a bi-
directional communication protocol supported by all mod-
ern browsers. The integration layer acts as a server, and
transmits a continuous stream of pose and force/torque data.
This information is used to update the 3D scene and display
sensor data.

POSITION ACCURACY EXPERIMENT

Position accuracy of the arthroscopic tracker system was
tested in an evaluation experiment. The arthroscopic tracker



Fig. 3: Exploded view of arthroscopic tracker assembly, with bill of materials and components.

Fig. 4: The visualization layer of the software architecture was facilitated using Websockets, enabling remote real-time
visualization of the instrument position and force/torque data.

was attached to the end effector of a Kuka LBR Med 14
R820 (Kuka AG, Germany) collaborative robot, and the po-
sition was compared with the arthroscopic tracker. The pose
repeatability of the LBR Med 14 R820 is ±0.15 mm accord-
ing to ISO 9283.

With the arthroscopic tracker attached, the robot end ef-
fector was set to eight random positions within a work space
of 250x250x250 mm. Translation was performed along one
Cartesian axis at the time. Reference objects were set up in
the background to provide reference for the camera.

The differences between the robot end effector and arth-
roscopic tracker positions were categorized into translation
error, position drift, and position error. Translation error
was taken as the difference in position just before and right
after movement. Position drift was taken as the difference
in position readings between movements, typically over 1–
2 minutes. The position error was taken as the accumulated
error from the translation and drift errors. The root mean

TABLE I: Root mean square error of translation, drift and
position for the arthroscopic tracker. Units are in

millimeters.

RMSE x y z Total
Translation 5.59 6.73 12.00 14.85
Position drift 0.44 1.71 0.73 1.91
Position 5.75 7.63 12.33 12.60

square error (RMSE) was calculated, and is presented in
Table I.

INSTRUMENT TRAJECTORY MAP

As stated in the introduction, instrument pose data com-
bined with interaction forces can be presented in an instru-
ment trajectory map. This section describes implementation
of a script for automatic generation of such a map, as well as



an experiment demonstrating post-processed visualization
of data collected using the arthroscopic tracker prototype.

Implementation

A script automatically generating an instrument traject-
ory map from sampled position and force/torque data was
created using MATLAB (Mathworks, USA). The script im-
ports a wavefront OBJ file of the anatomy, and plots the in-
strument tool-path relative to the anatomical model. Vectors
indicate the interaction force exerted at the given position.
Colors and vector length indicate the magnitude of the force,
where the color red is the highest force sampled during the
session, and blue is the lowest. Orientation of the vectors
indicate the direction of the interaction force.

The wavefront OBJ anatomical model is loaded and dis-
played using the read and display obj functions. The in-
teraction force is visualized by drawing the force vector
using the synchronized probe tip position as origin, and
is realized using the COLORFIELD3 function (Sullivan,
2023). Force/torque sensor bias is compensated by sampling
data during two seconds in the start position while the
arthroscopic tracker is not moving. The interaction force
is presented in the force/torque sensor coordinate system
(CSYS).

The probe tip position in the world CSYS is calculated us-
ing yaw, pitch, roll angles as described by Lynch and Park
(2017). Yaw is taken as the rotation about the x-axis, γ,
pitch is taken as the rotation about the y-axis, β, and roll
is taken as the rotation about the z-axis, α. The world-,
camera/IMU- and probe tip CSYS are shown in Fig. 5. A
rotation matrix, Rw, with respect to the world CSYS is then
found as

Rw(α, β, γ) = Rot(α)Rot(β)Rot(γ)I

=

cαcβ cαsβsγ − sαcγ cαsβsγ + sαcγ

sαcβ sαsβsγ + cαcγ sαsβcγ − cαsγ

−sβ cβsγ cβcγ

 , (1)

where s and c are sine and cosine respectively. A homogen-
eous representation of the position vector, pcamera

w , from the
world CSYS to the camera/IMU CSYS (left eye of the ZED
mini) is taken as

pcamera
w =


xcamera

w

ycamera
w

zcamera
w

1

 . (2)

As such, a 4x4 homogeneous transformation matrix, Tw,c,
from the camera CSYS to the world CSYS, is found as

Tw,c(xcamera
w , ycamera

w , zcamera
w , α, β, γ)

=


cαcβ cαsβsγ − sαcγ cαsβsγ + sαcγ xcamera

w

sαcβ sαsβsγ + cαcγ sαsβcγ − cαsγ ycamera
w

−sβ cβsγ cβcγ zcamera
w

0 0 0 1

 .

(3)

The probe tip position vector, pprobe tip
c , in the camera CSYS

can then be transformed to the world CSYS using the ho-
mogeneous transformation matrix:

pprobe tip
w = Tw,cpprobe tip

c , (4)

Fig. 5: Transformation from probe tip coordinate system to
world coordinate system.

where pprobe tip
c is taken as

pprobe tip
c =


23.75
31.75
150
1

 mm. (5)

Demonstration Experiment

Using the arthroscopic tracker prototype shown in Fig. 2,
the probe was moved to the 3B functional knee model, and a
series of distal pushes were applied first to the medial men-
iscus, and then lateral meniscus. The recorded data was
saved to a comma separated value (csv) file on the hard-
drive. The csv file was then imported into MATLAB and
the script presented in the previous section was run. The
result is shown in Fig. 6.

DISCUSSION

This paper has presented design, implementation and
evaluation of an arthroscopic tracker system for intraoper-
ative motion tracking and force registration for use in re-
search and education. The system enables automatic real-
time transfer of pose and forces between a physical asset
and digital model, as required in arthroscopic digital twins.

The position accuracy of the system was evaluated in an
experiment. As can be observed from Table I, the posi-
tion RMSE between the arthroscopic tracker and robot end
effector was 12.60 mm. This is considerably higher than
the reported accuracy from the camera/IMU manufacturer
(±1 mm), as well as from another study (Ma et al., 2020) us-
ing the same camera/IMU (mean square error of 0.99 mm).
From observations during testing, we suggest that the ac-
curacy of the system is dependent on the presence of iden-
tifiable objects in the background. For example, when a
chess patterned object was removed from the background,
the RMSE was five times higher than shown in Table I. An
alternative camera configuration, where the camera was ro-
tated 90 degrees to be facing upwards, similar to what was
presented by Ma et al. (2020), was discarded due to lack of
identifiable objects. It is likely that by optimizing light con-
ditions and placement of fiducial markers, a better position
accuracy can be achieved, however, this issue with accuracy
should be further explored.



Fig. 6: A post-operative view of the instrument tool-path
(in cyan) relative to the anatomical model. Vectors indicate
the interaction force exerted at the given position. Colors
and vector length indicate the magnitude of the force (red

highest), while the orientation of the arrows indicate
direction of the force.

Still, considering the achieved position accuracy, we con-
clude that the system is feasible for use in research and edu-
cational applications. For example, in arthroscopy training
for resident doctors, the system could provide navigation
aids when learning triangulation techniques on plastic mod-
els or human cadaveric specimens. Additionally, the system
can provide concurrent feedback through its real-time visu-
alization, as well as post-response feedback through the in-
strument trajectory map, in order to reduce excessive use of
force (as discussed by Tang et al., 2005; Golahmadi et al.,
2021).

Moreover, learning effects should be explored in future
studies, andthe position accuracy should be improved for
haptic research applications. However, because such exper-
imental research is normally conducted in controlled lab en-
vironments, placement of fiducial markers can be optimized
for the given setting. The instrument trajectory map facilit-
ated by the arthroscopic tracker system serves as a proof-of-
concept for a post-operative virtual surgery database. Such
a database could for example provide detailed digital tran-
scripts from a series of operations of one type of surgery.
With sufficient data available combined with artificial intel-
ligence, this could serve as a research tool that could provide
useful insights into the surgical domain.

To expand the system towards an arthroscopic digital
twin, the simulation must not only display the instrument
pose relative to the patient-specific anatomical model, but
interact with it. Simulation frameworks such as the simu-
lation open framework architecture (SOFA) facilitate real-

time soft tissue finite element simulations with interaction
using haptic devices (Faure et al., 2012). It is feasible to re-
place user interaction from a haptic device with the presen-
ted arthroscopic tracker system, however position accuracy
should be enhanced. Patient specific material properties
could also be extracted using the synchronized force and
pose data in combination with inverse finite element meth-
ods (Seyfi et al., 2018) or machine learning methods (Mend-
izabal et al., 2020).

CONCLUDING REMARKS

This paper has presented implementation and evaluation
of an intraoperative arthroscopic tracker system for research
and educational use. Motion tracking is achieved using an
inertial measurement unit in combination with stereo vis-
ion, and force registration is achieved using a force-torque
sensor. The system enables automatic pose and force data
exchange between a physical asset and a digital model. Pre-
liminary experiments indicate that the system is feasible for
use in research and educational applications, but that posi-
tion accuracy should be improved.
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