
Using Query Profiles for Clarification

Henning Rode and Djoerd Hiemstra

University of Twente, The Netherlands
{h.rode, d.hiemstra}@cs.utwente.nl

Abstract. The following paper proposes a new kind of relevance feed-
back. It shows how so-called query profiles can be employed for disam-
biguation and clarification.

Query profiles provide useful summarized previews on the retrieved an-
swers to a given query. They outline ambiguity in the query and when
combined with appropriate means of interactivity allow the user to eas-
ily adapt the final ranking. Statistical analysis of the profiles even enables
the retrieval system to automatically suggest search restrictions or prefer-
ences. The paper shows a preliminary experimental study of the proposed
feedback methods within the setting of TREC’s interactive HARD track.

1 Introduction

When information retrieval left the library setting, where a user ideally could
discuss her/his information need with a search specialist at the help-desk, many
ideas came up how to imitate such interactive search scenario within retrieval
systems. Belkin, among others, broadly sketches the system’s tasks and require-
ments for interactive information seeking [1]. We do not want to further roll up
the history of interactive information retrieval here, but to remind briefly its
main aims.

In order to formulate clear queries, resulting in a set of useful, relevant an-
swers, the user of a standard information retrieval system needs knowledge about
the collection, its index, the query language and last but not least a good mental
model of the searched object. Since it is unrealistic to expect such knowledge
from an non-expert user, the system can assist the search process in a dialogue
like manner. Two main branches of interactive methods try to bridge the gap
between a vague information need and a precise query formulation:

Relevance Feedback helps the user refining the query without requiring sophisti-
cated usage of the system’s query language. Query terms are added or reweighted
automatically by using the relevant examples selected by the user [2,3]. The ex-
amples shown to the user for judgement can either be documents, sentences
out of those documents or even a loosely bundle of terms representing a clus-
ter of documents. Experiments within TREC’s interactive HARD track showed
many variants of such techniques [4, 5]. By presenting example answers to the
user, relevance feedback can also refine the user’s mental image of the searched
object.

Browsing techniques, on the other hand, provide an overview on the existing doc-
ument collection and its categorization (see e.g. the Open Directory Project [6]),
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or visualize the relation among documents [7]. The user can restrict the search to
certain categories. This can also be regarded as a query refinement strategy. It is
especially helpful, when the selected categorical restriction cannot be expressed
easily by a few query terms.

The query clarification technique, we are proposing in this paper, belongs
mainly to the first type, the relevance feedback methods. However, it combines
the approach with summarization and overview techniques from the browsing
domain. This way it tries not only to assist formulating the query, but also pro-
vides information about the collection in a query specific preview, the so-called
query profile. Following an idea of Diaz and Jones [8] to predict the precision of
queries by using their temporal profiles, we analyzed the application of differ-
ent query profiles as an instrument of relevance feedback. The main aim of the
profiles is to detect and visualize query ambiguity and to ask the user for clarifi-
cation if necessary. We hope to enable the user to give better feedback by showing
him/her this summarized information about the expected query outcome.

The paper is structured as follows: After a short look on two related ap-
proaches, we start in Sec. 2 by giving a definition of query profiles and explain
how they can be generated. Sec. 3 discusses their application for query classi-
fication. Sec. 4 shows a possible score computation and combination to make
use of the user feedback for an improved final ranking. We further present a
preliminary experimental study of our relevance feedback technique and finish
with conclusions about the achieved results.

1.1 Related Approaches

In order to distinguish our approach from similar ones, we finish this introduc-
tion by looking at two comparable methods. The first one is a search interface
based on clustering suggested by Palmer et al. [9]1. It summarizes results aim-
ing at query disambiguation, but instead of using predefined categories as we
will suggest for our topical profiles, it groups the documents using a not speci-
fied clustering algorithm. Whereas the clustering technique shows more topical
adaptiveness, our static categories ensure always a useful grouping.

Another search interface proposed by Sieg et al. [10] assists the user directly
in the query formulation process. The system compares the initial query with a
static topic hierarchy and presents the best matching categories to the user for
selecting preferences. The chosen categories are then used for query expansion. In
contrast, our query profiles are not based on the few given query terms directly
but on the results of an initial search. This way, we get a larger base for suggesting
appropriate categories and we involve the collection in the query refinement
process.

The mentioned approaches exclusively consider the topical dimension of the
query. We will further discuss the usage and combination of query profiles on
other document dimensions, in this case temporal query profiles.

1 The one-page paper briefly explains the concept also known from the Clusty web
search engine (http://clusty.com) coming from the same authors.

http://clusty.com
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2 Query-Profiles

Looking from the systems perspective, the set of relevant answers to a given
query is the set of the top ranked documents. This set can unfortunately differ
by far from the set of documents relevant to the user. The basic idea of query
profiles is to summarize information about the system’s answer set in a suitable
way to make such differences obvious.

Definition 1. A query profile is the distribution of the top X ranked documents
in the result set along a certain property dimension, like time, topic, location,
or genre. E.g. a temporal query profile shows the result distribution along the
time dimension, a topical profile along the dimension of predefined topics the
documents belong to.

The underlying assumption of the profile analysis is that clear queries result
either in a profile with one distinctive peak or show little variance in case the
property dimension is not important for the query. In contrast, we expect am-
biguous queries to have query profiles with more than one distinctive peak.

Whereas the general ideas stay the same for all kinds of query profiles, there
are several domain specific issues to consider. We will thus take a closer look
on generating temporal and topical profiles, the two types used in the later
experimental study.

2.1 Generating Temporal Profiles

Having a date-tagged corpus, a basic temporal profile for a given query is simple
to compute. We treat the 100 top ranked documents Dj from the baseline run
as the set of relevant answers and aggregate a histogram with monthly time
steps Hi:

Hi = |{Dj|month(Dj) = i}| . (1)

The decision for the granularity of one month is based on the overall time span
of the corpus and the timeliness of news events. Other granularities, however,
could be considered as well.

As a next step, we performed a time normalization on the profile. Knowing
that the corpus articles are not evenly distributed over the total time span, the
time profile should display the relative monthly frequency of articles relevant
to the given topic rather than absolute numbers. Therefore, the frequency of
each monthly partition Hi is divided by the total number of corpus articles
Ci originating from month i. In order to avoid exceptional small numbers, the
averaged monthly corpus frequency avg(C) is used as a constant factor:

H∗
i =

Hi

Ci
∗ avg(C) . (2)

Furthermore, we performed moving average smoothing on the histogram, a
technique used for trend analysis on time series data [11]. It replaces the monthly
frequencies of the profile by the average frequencies of a small time window
around the particular month. We used here a window size of 3 months:
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H∗∗
i =

H∗
i−1 + H∗

i + H∗
i+1

3
. (3)

The graph in Fig. 1 shows an example of a resulting temporal profile. There
are two reasons for using such a smoothing technique. First, the time-line the
search topic is discussed in the news will often overlap with our casual monthly
partitioning. Second, although we want to spot peaks in the profile, we are not
interested in identifying a high number of splintered bursts. If two smaller peaks
are lying in a near timely neighborhood they should be recognized as one.

Finally, we want to determine the number, bounds, and the importance of
peaks in the temporal profile. Diaz and Jones [8] tried several techniques for
this purpose and decided to employ the so-called burst model from Kleinberg
[12]. It assumes a hidden state machine behind the random events of emitting
the specific word in certain frequencies. The assumed machine changes over
time between its norm and peak state, corresponding to phases with normal
and high emission of the word respectively. The aim is then to find the un-
known state sequence with the highest probability to cause the observed random
events of the time profile. Kleinberg employs for this task the Viterbi algorithm.
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Fig. 1. Temporal Profile of Topic 363: Trans-
portation Tunnel Disasters

We have used for the gener-
ation of temporal profiles a two
state automaton A2

1.5 with a very
low value for γ ≈ 0.022. The con-
siderably different setting of pa-
rameters compared to Kleinberg’s
experiments can be explained by
the fact that we analyzed pro-
files of word frequencies which are
already averaged on the level of
months. Hence bursts will remain
smaller and less distinctive.

When we also want to com-
pute a measure for the impor-
tance of the found peaks Pj , the
corresponding frequency values of
the temporal profile can simply be
summed up. A further division by the average of such frequency sums avg(P )
leads to a value for peak intensity better comparable among different temporal
profiles:

Pj =
∑

i∈ range(Pj)

H∗∗
i , intensity(Pj) =

Pj

avg(P )
. (4)

2.2 Generating Topical Profiles

Generating topical profiles faces different issues than the ones explained for the
temporal dimension. First and most important, the corpus is not topic-tagged.
2 See [12] for a detailed description of the automaton and its parameters.
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A topic classification is therefore required. Secondly, the topical dimension is
not continuous but divided in a discrete set of previously defined concepts. In
principle, topics could have a hierarchical relation but there won’t be any natural
definition of an order. So the identification of peak bounds as in the temporal
dimension ceases to apply here.

For topic classification we need to build abstract models for all different con-
cepts, the classification should take into account. Language models can be ap-
plied as classifiers for this purpose. In order to demonstrate the idea, we used
models built on a different training corpus to distinguish 12 different topical con-
cepts similar to the main sections of common newspapers, like politics or sports.
A more detailed description about the construction of these language models
can be found in [13].
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Fig. 2. Subject Profile of Topic 363: Transporta-
tion Tunnel Disasters

The required text classification
for computing a topical profile dif-
fers slightly from the typical cate-
gorization task (described in [14]).
We do not need to assign binary
labels whether a document be-
longs to a certain category or not.
A similarity measure showing to
which extend an article belongs to
a given category is already suffi-
cient. Hence, the task falls back
to the known domain of rank-
ing a set of documents given a
query. In fact, an abstract lan-
guage model describing a topical
concept is nothing but an exceptional long query. We used in the experiments
the NLLR measure (described in a later section) which is also applied to com-
pute a score for the initial query. Only the smoothing factor λ is set smaller
in this case. Firstly, because the exceptional query length makes smoothing less
important, and secondly, to increase differences between the models.

In order to speed up the computation of topical profiles as well as the later
ranking procedure the score computation is performed off-line. For each classifier
in the set of topical concepts a score vector is maintained, holding the individual
scores for all documents within the collection. An example topical profile is
displayed in Fig. 2.

After the classification task is done, topical profiles can be computed in the
following way. Similar to temporal profiles explained previously, the set of the
100 top ranked documents given the query is determined. The score for a specific
topic category Ti is then defined by the sum of all document scores from D for
this category. The intensity value, as introduced in the last section, is computed
accordingly:

Ti =
∑

Dj

NLLR(Ti|Dj) , intensity(Ti) =
Ti

avg(T )
. (5)
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3 The Clarification Interface

After generating and analyzing the query profiles, we discuss in this section how
the gained information can be presented to the user for query clarification. The
user interface thereby has to fulfill two functions:

– It needs to present all necessary information to the user that allows her/him
to take a decision.

– It should provide simple but powerful means to adapt the query in the in-
tended way.

The second point needs further explanation. Not all search topics are easy to
express by a few query terms. Although several articles contain the same key-
words, their specific view on the topic or genre might not match the type of
documents the user had in mind. If we allow the user to refine the query not
only by further keywords but by selecting preferences to more abstract concepts
or to restrict the search space to a certain location or time, the problem of ex-
pressing an information need accurately can be overcome. However, confronting
a user in an advanced search interface with all possible combinations of restric-
tions and preferences to an in general unlimited number of concepts, dates, or
locations, would overextend the searcher. Maybe he/she does not even know the
correct query meta-data, e.g. the date or location of the event he/she is look-
ing for. Query profiles can help here, since they allow to automatically find the
most important meta-data concepts given the initial query terms. This way it is
possible to provide the user with the necessary information to set preferences or
restrictions and to limit the search dialog to the most interesting options.

Compared to the profiles shown in the last section (Fig. 1 and Fig. 2) a user
does not need to see the whole spectrum of the profile. Instead it seems sufficient
to cut out the most relevant part of it, which means the highest temporal or
topical peaks. For the experiments, we just displayed the 5 top ranked topics,
but all identified temporal peaks. In practice their number never exceeds 4. In
order to demonstrate the usefulness of the profile information and to explain why
we restrict the output to the top ranked parts of the profiles, let us distinguish
three possible cases:

1. In case the initial query was clearly formulated, the user gets a positive
confirmation by seeing the expected topic or time partition on top of the
ranked profile list, succeeded by close related ones. The absence of non-
matching topics will be enough information for the user here. He/she does
not need to see a long list of minor ranking topics.

2. In case the query was ambiguous also unwanted topics or time partitions will
populate the top of the ranked query profiles. In order to get an unambiguous
output, it is now important to refine the query in a way that it excludes
most of the unwanted answers, but keeps the relevant ones. Again, the end
of the ranked profile list is less interesting, since the topics there are already
efficiently excluded by the query.
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3. In case the user does not even find the relevant topics or time partitions
among the top part of the query profile, it won’t help to just refine the
query. Either the query needs to be reformulated entirely or the corpus does
not include the documents the user is searching for.

The second case is the most interesting one since it requests appropriate query
refinement strategies. Whereas a time restriction based on the profile can be
expressed relatively easy, it is in general difficult for a user to find on his own
additional keywords that allow to distinguish between the wanted and unwanted
topics of the profiles. However, the system has already abstract classifiers at hand
to perform such filtering. The simplest way to refine the query is thus to express
preferences directly on the profile itself. For this reason we made our query
profiles interactive by adding prefer and dislike buttons to the topic profiles and
restrict to fields to the temporal profiles, refining the query in the obvious way.
Their exact influence on the final ranking is discussed in the next section.

Fig. 3. Experimental Clarification Form of Topic 363: Transportation Tunnel Disasters

3.1 Automatic Preselection

We also looked, whether it is possible to make an automatic suggestion of an
appropriate selection in the profiles. Obviously, the most high ranked topics or
temporal peaks are good candidates, especially if they distinctively stand off
from the lower ranked ones. The intensity measure defined in the last section
explicitly addresses these characteristics. Using an intensity threshold, we can
preselect all topics and temporal peaks above3. These values have been shown
3 In the experiments an intensity threshold of 1.2 was used for the topical profiles,

respectively 1.5 for the temporal profiles.
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high enough to assure the selection of only distinctive peaks of the profile. An
example clarification form with preselected items is shown in Fig. 3.

Automatic preselection is especially helpful in the first of the three scenarios
above where the query is unambiguous. In such a case user feedback is not neces-
sary and the query refinement could be performed as a sort of “blind feedback”
procedure to sharpen the topical or temporal focus.

4 Retrieval Model and Score Combination

In this section we show a possible score computation and combination taking
into account the initial query as well as the preferences and restrictions stated
in the query refinement process. The focus lies thereby on the issues of score
normalization and combination. We have chosen a language modeling approach,
however, in principle the proposed feedback technique could also be used in the
setting of other retrieval models.

In particular, we employed the NLLR, the length-normalized logarithmic like-
lihood ratio [15], as a score function:

NLLR(Q|D) =
∑

t∈Q

P (t|Q) ∗ log
(

(1 − λ)P (t|D) + λP (t|C)
λP (t|C)

)
. (6)

The additional factor λ below the fraction does not harm the ranking but ensures
that documents having none of the query terms get a zero score.

The NLLR is able to compare query terms and documents as well as entire
language models. Due to the normalization it produces comparable scores inde-
pendent of the size of the query. Therefore it can be used for a document ranking
given either a query or a topical language model. The factor λ determines the de-
gree of smoothing with the background collection model. Since smoothing plays
an important role for short queries, whereas it dilutes the score differences for
large-scale query language models, this factor can be changed according to its
application4.

Next to the scoring itself, all single sources of relevance evidence need to be
combined to one final ranking. We decided not to use query expansion techniques,
but to combine the separately computed scores directly. This allows to make
efficiently use of precomputed document scores for topic language models and
avoids a second scoring of the initial query terms. When multiple preferences or
dislikes have to be handled the logarithmic scores of their corresponding models
Mi are simply added, respectively subtracted for disliked models:

m-score(D) =
∑

Mi

NLLR(Mi|D) . (7)

The final combination of the initial query score, called q-score(D) now, and all
summed up preference scores requires special attention. We have to ensure that
4 We set λ to 0.85 for queries, but to 0.5 for topic models.
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the scores on both sides deliver “compatible” values or even more to guarantee
still the dominance of the initial query in the final result. A minimum-maximum
normalization solves such a task (among others described in [16]). It shifts the
minimum of a score range min s = min{score(D∗)|D∗ ∈ C} to 0 and its max-
imum to 1. We further stressed the initial query by doubling its score value in
the final ranking:

norm(score(D)) =
score(D) − min s

max s − min s
, (8)

final-score(D) = 2 ∗ norm(q-score(D)) + norm(m-score(D)) . (9)

5 Experimental Study

We tried to evaluate our relevance feedback based on query profiles in the setting
of the HARD track 2005. A set of 50 queries, which are regarded as difficult5, is
evaluated on a ≈ 2GB newspaper corpus, the Aquaint corpus. The track set-up
allows one-step user interaction with so-called clarification forms that have to
fit one screen and have to be filled out in less than 3 minutes. In the original
TREC setting the sent-in clarification forms were filled out by the same person
who later does the relevance assessments for the specific query. We repeated the
experiment ourselves, asking different users to state preferences or restrictions
in the clarification forms after reading the query description and query narrative
coming with the TREC search topics. This way, we inevitably lose the consistency
between clarification and relevance assessment ensured by the HARD setting.
However, we could study differences in the user behavior and their results.

The 4 test users 6 have been shortly introduced to their task by demonstrating
one randomly picked out example clarification form. They needed on average 35
min to accomplish the task of clarifying all 50 queries. We want to remark here,
that the conducted experiment have to be regarded preliminary. It was not the
intention to carry out a fully qualified user study, but to gather first indication
whether the proposed feedback technique is able to improve retrieval.

In order to compare the improvements, we performed a baseline run using
just the up to 3 words from the query title, further one run with the auto-
matically derived preferences only as explained in Sec. 3, referred to as au-
tomatic run. From the 4 evaluated user runs, we present here the two most
different to keep the figures clear. Whereas user1 selected almost no topic dis-
likes, user2 had the highest fraction of dislike statements among his topic pref-
erences. For comparison, the user2 ∗ run refers to the same user, but ignores his
dislikes.

A closer look at the set of the 50 search topics revealed, that they have
not been distinctive with respect to their temporal profile. In fact, there was
5 The query set was taken from the Robust track which tries to tackle selected difficult

queries in an ad hoc retrieval setting.
6 1 female – 3 male students, one of them working in computer science but not in the

same project.
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almost no case where the user wanted to restrict the query to a certain time
span. Therefore, we restricted our analysis to the improvements by topical query
refinement and ignored all temporal restrictions.

base auto user1 user2 user2 ∗

MAP 0.151 0.187 0.204 0.187 0.201
R-Prec 0.214 0.252 0.268 0.255 0.265
P@10 0.286 0.380 0.396 0.354 0.402

(a) Result Overview
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(b) Precision Recall Graph

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0  5  10  15  20  25  30  35  40  45  50

M
A

P

Query

base
auto

user1
user2

(c) MAP Improvements on Single Queries

Fig. 4. Evaluation Results

Fig. 4(a) presents an overview
on the main evaluation measures
computed for all presented runs.
At a first glance it is obvious
that the refined queries, even in
our non-optimal evaluation set-
ting, show a considerable im-
provement over the baseline run.
The precision gain is most visible
at the P@10 measures, which is
an interesting characteristic aim-
ing at a high precision at the top
of the ranked list. The precision
recall graph (Fig. 4(b)) confirms
the observation made with the
P@10 values. The precision gain
stays the highest at the top of the
ranked list. On the right side, the
runs with query refinement slowly
converge to the baseline, but al-
ways stay on top of it.

The special run ignoring the
topic dislikes of user2 has a bet-
ter general performance than its
counterpart. Although it is not
shown in the table, this obser-
vation holds for all four tested
users. It indicates that topic dis-
like statements bear the risk to
weaken the result precision in our
current implementation.

Surprisingly, the values show
also that the automatic run can
compete with the user performed
clarification. We cannot entirely
explain this phenomenon, but can
make two remarks on its interpre-
tation. First, the query set has not been designed to test disambiguation. If a
query asking for “Java” expects documents about the programming language,
automatic topic feedback will work perfectly. However, it fails if in fact the is-
land was meant. Examples of the second type are necessary to compare user and
automatic feedback, but are unlikely to be included in the test set. A further
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reason for the good performance of the automatic run might simply be the fact
that it did not contain dislike statements.

For a more detailed view on the results, Fig. 4(c) presents the evaluation of
all single queries sorted by increasing MAP value of the baseline run. Thus, the
graphic shows the worst performing queries on the left, continued by a section
with still relatively low quality response in the middle, up to acceptable or even
good queries on the right. Although the improvement per query is not stable, it
seldom happens that the user feedback deteriorates the results. The one extreme
case on the right side of the figure is again caused by dislike statements. If
we consider the relative improvement, the queries in the middle part of the
figure apparently gain the most from query refinement. Within the distinction of
queries from Sec. 3 these queries probably fall under the ambiguous category 2.
The fact that we encounter the highest improvement in this category nicely
demonstrates the usefulness of our method.

6 Conclusions and Outlook

The results show promising improvements for all runs that make use of query
profiles even in our preliminary experimental study. With a query set designed
to test how retrieval systems cope with ambiguity, we would probably be able to
show even higher improvements using our feedback method. The same applies
for queries that reward temporal restrictions. Also a finer grained topical “res-
olution”, potentially in form of a topic hierarchy, could lead to a more focused
query profile on the topic dimension.

Further analysis is needed, how to involve topical dislike statements in a way
that they do not harm the results, but also contribute to the query refinement.
Furthermore, we need to examine query profiles on other dimensions. The tem-
poral profiles remained untested by the current HARD track query set, but also
geographical or genre profiles - in order to name just two possible other param-
eters - might enable similar improvements as the topical query refinement.

The automatic feedback method turned out to be an interesting side product
of the work with query profiles. It performed almost as good as the user feedback.
It raises the question to which extend the system can decide based on query
profile statistics, whether automatic feedback is reliable enough in a certain
case to omit user interaction. Especially when profiles on more dimensions get
involved in the analysis, the user should not be bothered by a multiple number
of feedback questions. Instead an intelligent retrieval system might be able to
select the most helpful dimension for explicit user feedback itself.
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