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Abstract

The research activities in the area of data base systems are reviewed.
Most of the issues consiidered by research institutes c¢enter around
models of information, interactive data manipulation, system aspects,
implementation techniques and modelling and analysis. Comparison with
industry activities and documented user requirements shows differences
of emphasis between research and development. Conclusions are drawn
with respect to established and potentially emerging principles in the
area of data base design and architecture and with respect to poten—

tial future trends in data base researchs
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1. INTRODUCTION /49, 1952/

The objective of this paper is primarily to provide an overview over

past aend present research activities in the data base areas This pa—
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per does not survey commercially available data base softwarews Furth—
er, information retrieval systems and non-computeroriented aspects of
information systems are not addressed. We are well aware of the danger
of such limitations and recommend fto the reader, who is interested in
an introduction to the field, to study in depth some of the commer—
cially available data base systems, such as IMS {A.J. Barnett and JeAs
Lightfoot!: Information Management Bystem (IMS) —~ A Users Experience

with Evolutionary Developmente In Data Base Management Systems (D.A.

Jardine editor), North Holland, Amsterdam, 1974) in addition to the

literature referenced in this surveys.

What is a data base system? This is already a question, which has been
and still is subject of debates. We will make our definition with the
help of a scheme , which in our experience is widely accepted. It is a
simplification of an architecture scheme employed by a nma jor standard-
ization group {ANSI/X3/SPARC) and is very similar to schemes shown in
Date's or Wedekind's booke. To the authors knowledgey the IMS designer
have been the first who implemented, consc iously or unconsciously,

such a scheme nearly a decade agoe

The scheme is shown in fig. 1 and shows persons, views of information,
data mappings, programs and a data flow during retrieval of informa-—
tions The conceptual view is the central pointe 1t represents the way
information is seen by the group responsible for the system aspects of
stored, integrated informatione This group is usually referred to as
the “"data base administrator', For a given system installeation, a
conceptual schema specifies which type of information may exist at the
conceptual level. A sSchema describes, what is legal or "correct" and

is therefore similar to a grammar defining the syntax of a language.

The conceptual view is never used directlye It serves as a central
reference point for other views of informatione For example, the phy-
sical or internal view of information reflects the way the information
is actually stored in memory. Given the data base in conceptual form,
we can construct the corresponding physical form with the help of a

mapping, the conceptual to internal nmapping (fig. 1 mapping C/1I}.

The use of conceptual information is through mappingse. All of these
mappings are in the responsibility of the data base administrator and
are specified in a data definition and mapping languagee. The mappings
between conceptual and external views serve a double purpose! {a) to

select the subpart of information necessary and sufficient for a spe-—
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cific use of the data base and (b) possibly, to transform the selected
subview to a viewy which is "more natural" for the specific uses Point
(a) represents the primary purpose and is of importance for reasons of
protection, scheduling, user isolation etc.y ise. essentially for sys-

tems aspectse.

There are two major end—user groups to consider. First we have the
query language usery also called the interactive probklem solver and
typified by the "non-DP-professional”. The gquery language users view
of data is very similar to the conceptual view. He performs data mani-—
pulation at a fairly high level without needingz help by experts. This
is different for the "parametric user™, who pesrforms well defined ac—
tions with parameters of a simple structure. This user interacts with
the system via application programs written by application programmers
in some programming language into which a data manipulation language
is Incorporated as a sublanguages. We talk of a host language - sublan—
guage relationshipe In general, the gquery data manipulation language
is at a higher level than the application programmers data manipula-

tion languages.

In practice, large amounts of stored information are extremely unlike-—
ly to be used by only one persons It is therefore a reguirement to a
data base management system that it allows sharing of and concurrent
access to the stored information. Concurrency creates a number of
problems in connection with system iIntegrity, scheduling, deadlock
preventiony recovery, protection, and efficiency 1in solving all these

problemse.

While commercially employed systems (like IMS) primarily support ap-—
plications involving parametiric users, research concentrates on sup-
port of the interactive problem solvere. Correspondingly we Ffind a
large number of research activities oriented towards the data model
used for the conceptual view and to a single user high level query
language systems. Sections 2 and 3 are devoted to data models and data
manipulation languages to describe this researchs In section 4 we will
discuss research in the area of system aspects. Section § describes
contributions of research to implementation techniques such as a sto-
rage structures and search algorithms. Section 6 will refer to some of
the modelling, measurement and analysis efforts and section 7 will
contain conclusions with respect to primary results, recaognizable

trends and some major problems deserving researche
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2e DATA MORELS

The conceptual view has been introduced as the central point of refer—
ence in a data base management systeme Clearly,y, such a view should be
as close as possible to intuitive notions of information. Proposals
for a conceptual view are known as data models. A conceptual data
model provides a set of possibilities of how to encode conceptually
information which exists in the real worldes Of course, the mapping
between real world information and conceptual information is not for-

malized.

Closely connected with the notion of a conceptual data model is that
of a conceptual schemae. For illustration purposes let us consider an
extremely simplified real world situatione. %e have sets P of profes-—
sors, S of studentsy, and C of courses. Each of the objects in these
sets has a number o, which is unique within the sety, and a name. Furth-
ery we know for every professor which students he advises and which
courses are tought by himes. A student has exactly one professor as ad-—
visor and may attend a number of courses and a course is taught by
exactly one professor and attended by a number of students. Fig. 2
shows the information in an attempt to be close to reality without

biasing towards any data model.

Conceptual data models are all more or less based on the notions of
set theorys. One of the earlier attempts is the Information Algebra of
CODASYL /34/. Other models and stimulating ideas are due to Mealy
/1247, Feldman and Rovner /74/, and, Ash and Sibley /3/. The most
successful model in terms of acceptance and as a stimalus for data
base research has been developed by EeFe Codd in a series of papers to

which we will devote the next subsection.

2.1, Codd's Relational Model {CRM} /38-41, 43/

Iin CRM information is a finite set of named relations of assorted de~

gree. A n—ary relation is a finite subset of a cartesian product

D1 x D2 X se0 Dn

where the Di are potentially infinite sets of "scalar? data values

such as numerical values or string values. In other words, a n—-ary

relation is a set of n—tuples. To any relation, the elements of the
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tuples are named with attribute names for ease of reference. A rela—
tion is homogeneous, ises any two elements of the same relation have
the same attribute names associated with theme This allows a tabular
listing of a relation as shown in fig. 3y the representation of the

example information in CRM.

Some domains within a relation may be keys and/or references. Two dis-
tinct tuples in a relation have different wvalues in their key ele—
mentse. A refernce domain actually is used to refer to some value that
is element of another tuple in the mame or another relation. For exam—
ple, P# in P is a key domain, but P# in S is a reference domain which

contains only such integer values, which appear as P# in P.

The relations shown in fig. 3 and corresponding to the schema indicat-
ed in fig. 4 axe all in soccalled first normal form. This means, that
all elements of a tuple are scalar (and not sets or lists or structur-—
al in any other wayle. This has consequences In the way informatien can
be modeled. Consider the relationship between students and professorse
Principally there are at least two ways to store this information:

{a) we <can build the set of all students {or their unigue numbers)
advised by one professor and store this set with the professor tuple
or

{p) we store with every student the professor {or his unique number),
which advises the studente Case {a) would not be in "first normal

form". Fortunately, case (b} is in this form.

The relationships between professors and students or professors and
courses are one to many [le.e. one professor advises many students).
In these cases we store the converse relation to satisfy normaliza-
tione. However, the student/course relationship is many to many and
therefore reguires the introduction of an additional relation, the
relation 5Ce Codd has defined further normalizations, the "second" and
¥third normal form", which essentially serve to remove some redundan—
ciese The reader is referred to Codd /41/, Date /49/, or Wedekind
/182/.

The advantages of CRM are its apparent simplicity and its appeal to
those, who are used to "think" in tables, in particular for research-
ers with & background in the elementary notions of discrete mathemat—
icse Since a relation 1s & set, set operations like uniony intersec-~
tiony relative complementation etcs can immediately be applied if the

relations agree in domain names. More importantly, projection may be
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S P
St SN PH# PH PN
1 L 2 1 A
2 L 1 2 B
3 M 2
C sC
C¥H CN b St C#
1 M 2 1 1
2 C 1 1 3
3 0 1 2 3
3 2

Fig. 3:Normalized CRM relations

S (S# int, SN char, P# int) key (S# ) ref (P# to P.PH# )

P (P# int, PN char) key (P# )

C (C# int, CN char, P# int) key (C¥#) ref (P to P.P#)

SC (S# int, C# char) key (S# , CH ) ref (S# to S.S# , C#Hito C.CH)

Fig. 4 CRM schema
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applied to relations and relations of different structure may be com-—
bined using well known methods of composition such as cartesian pro-
duct or Pierce producty or a generalization called join in Codd's tep-
minology. In & gslightly different approach every relation may be
viewed as a stored predicate and first order predicate calculus may be
applied to defiane new relationse. Codd hes investlgated both approach—
esy the "relational algebra and the "relational calculus" and bhas

shown that they are equivalent /41/.

The relational model has been subject to a number of critical consid-
erations /20, 43/ It is obvious that it does not offer the full range
of structures to which we are used within computer science. It has,
for example, no equivalent to the hierarchic record organization of
COBOLy PL/I; PASCAL or ALGOL68, a structure which is simple, corres-
ponds to intuition and is most frequently usede This is only one im—
portant example of a structure violating the "first normal form" con-—

ditione

The example of the relationship between students and professors has
shown how the schema is affected by constraintse For example, i1f the
one:many constralat of the professor — student relationship is relaxed
to a many'many constraint, a completely new relation has to be intro-

ducede

Another consequence of normalization is +the fact, that basic informe-—
tion has to be encoded with the help of other information, which is
often of no interest to the requestor of the basic Information. For
example, in order to know the name of the advisor of the student with
name "M", the "system" has to learn that this advisor has the profes—
sor number 2, since there is no otﬁer way to get to his name. This way
be considered tolerable, however, more c¢ritical situations arise, if
we allow a user to see only a subset of domains, which does not con-
tain the key values. For example, a particular user may be allowed to
look at every employee's salary and compare it with the employee's
manager salary, but for reasons of privacy he is not allowed to look
at the man numbers associated with the}salaries. There are immediately
two problems. First, in order to find a man's manager's salaryys the
user has to know the man number of this manager, contradicting the
privacy constraint. Secondy, if the man number is projected out it wmay
well happen that two persons with the same salary appear as one tuple
in the projectionsy thus makling any statistics on salary distribution

in the projection invalids One can imagine ways around the first prob-
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lem though no elegant ways are known to the authors. The second prob—
lem 1is solved in at least some of the experimental systems {like
INGRES, SQUARE} by allowing "duplicates In sets". These implementa~
tions are actually implementing a homogeneous flat file model as it is
described, for example,

by McGee [/122/. This model 1is in turn a special case of the graph
model described later in this section. It cannot be claimed that jim-
plementations of the homogeneous flat file model find their clean,
theoretical foundation in CRM, though some operations, like joins,

make sense with both kinds of data structures.

2e2e Graph Oriented Data Models

The common idea behind the data models discussed in this section is
the implicit or expiicit notion of labeled graphs over entities or
named binary relations between entities . The origins of the model in
computer science goes back to McCarthy's abstract objects {as models
of information) which have to conform to an abstract syntax (as the
schema to the model). (McCarthy,Js: Towards a Mathematical Science of
Computations Proc. IFIP Congr. 1962, North Holland, Amsterdam, 1963)}.
McCarthy'!s work has influenced the activities of a group in the I1BM
Vienna Laboratories to model the interpreter states during execution
of programs (Lucas P. and K. Walk: On the formal description of PL/I.
Annual Reviews of Automatic Programming 6, 3 (1969)). The data struc-—
tures in languages 1like COBOL, PL/I, PASCAL, and ALGOL68 are adapta-—
tions and extensions of this modely in general with restrictions as to
what may be specified in a schemae. "Schema" appears now as a synonym
for "declaration? or Yabstract syntax". Some of the data models de-—
signers refer explicitely to this origin /1, 56/. Practically all com—

mercially available data base systems are based on the graph model.

Within data base research activities the graph model shows up more or
less consciously in a number of papers. McGee discusses a graph model
in 1968 /121/+ The entity set model of the DIAM system designed by
Astrahan, Altman, Fehder and Senko is essentially a binary relational
model and therefore a graph model /155/. . Other well known graph mo-—
dels are those developed in CODASYL activities and generally known as
the DBTG model /35, 37, 38/. We <find the graph model also in Abrial's
"date semantics" /1/ and many other research papers /20, 56, 63, 158/.

Schmid and Swenson employed recently some sort of graph model to es—
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tablish a connection between relations in CRM and the real world

/151/.

Among the earlier data base research activities the DIAM effort de-
serves speclal attention /155/. It contributed essentially to the ac~
ceptance of a data base system structure as shown in fige. 1. Its data
model, the entity set modely had and still has impact on standardiza-
tion activities. The DIAM data model has not been defined with the
same mathematical rigor as CRM. This is related to the fact, that its
designers stressed the closeness of the model to the real world more
than pure mathematical formalisme We will not discuss the DIAM model
in more detail here since it can be mapped in a straightforward way to
the subsequently described graph model and as such find a clean mathe-

maticali foundatione.

The essential aotion of the graph model is that of an abstraction of
objects as nodes in a graph. To be consistent with the most freguently
used terminology we call such a node an entity. An entity may be any-
thing W"thaet has reality and distinction of being in fact or in
thoughty eoge objects, associations, concepts, and events" /34, 155/.
Some entities have unigque denotations like

S5y 7 or 'ABC', Other types of entities can only be uniguely identi-
fied with the help of relationships between entities.

Information In the graph model is stored as a finite set of named fin—
ite binary relations between entities. Since entities are nodes in a
graph, relations can be represented as directed labeled edges in the
graphe. To represent unary relations {which are sets of entities) we
assume a given node as the entry node to the information and inter-—
prete the binary relation between entry node and any other node as a
unary relation. For simplicity in drawing a graph we represent edges
from the entry node to other nodes by labeling these nodes with the
relation names. Fige 5 and fige 6 show the graph model representation

and schema for our examples

A first advantage of the graph model over CRM is the fact that only
binary relations are wused. This removes the need to distinguish bet-
ween the domains via symbolic domain names. More importantly, due to
its explicit notion o¢f entities, which is not present in CRM, it is
clean and clear in the mathematical sense without the need to deviate
from it for "practical" reasons of conveniences Like for CRM, it is

possible to develop calculus or algebra oriented languages with the
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same rigor /128/. On the other side 1t does not provide difficulty to
furnish a user with a subview of the data base {(l.e. a subgraph) which
restricts to the relationshipsy which may be seen by the usere. See
fige 7 for an illustrations Since practically all known structures in
computer scilence can be mapped conveniently to some form of graphs, it
does not force us to exclude these structures from our high level data

model inge

2.3, The Equivalence of Data Models

It is not at all surprising that the different models are eguivalent
in the sense that information encoded in the DBTG or DIAM model can be
encoded in CRM and vice versa. Moreover, in most cases there is a sim-
ple and straightforward way to convert a schema in one model to a cor—
responding equlivalent schema in the other. The question of cholce bet-
ween two different models must be decided on how "convenient" or
"natural! processing becomes in the modelse. Thls is, however, not only
a question of the data model but also a qgquestion of the data manipula-
tion language. In the next section we will therefore come back to the

question of eguivalence.

The guestion of equivalence of data models has been investigated by
Bobrow /17/4y Neuhold /134/, Sibley /167/ and McGee /122/. Ditferent
models are likely to coexist for a while {at least in the world of
researches}, even on the Same system. This creates a new mapping prob-
lem, namely of how to superimpose a model A on a model B, a problem,
which creates the need for a "superimposition theory" as it was stated
by EeFe Codd /43/. First results in this direction are reported by
Frasson /82/.

3e DATA MANIPULATION LANGUAGES

Jsls Low Level Versus High Level Logic

As we can see in Ffige. 1, data are accessed in external form either via
an application program or interactively at a terminal. In the first
casey recorids are typlcally retrieved one by one and processed sequen—
tially in & programming language. This type of processing is referred
to as "low level"™ or as "one record at a time logicm. Typical for the

second case of access is the higher level "multiple records at a time
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logich. Research activities are primarily oriented towards the higher

level logice. It is important to realize that also in the application

program case "multiple records at a time logic" is required to specify

in advance on which subset of the data the program is going to oper—

ates The system needs this information for scheduling and resource

allocation purposes. In effect, the selection of the subspace to a

program is a mapping between the conceptual and the external view,

which by the nature of its use has to be specified in a high level

logics Even though research projects are primarily oriented towards

interactive access to data and even though their implemented systems

are modest compared to commercially available systems, their results

may very well be of relevance for the type of processing through ap-

plication programs as it is still more common in todays user installa-
tionse
Subsequently some of the data manipulation languages developed by re-

searchers will be referenced. We start with +the CRM implementations,

then we continue with languages based on other data models. A special
subsection is devoted to languages which are characterized by the way

in which they are used. Finally we will come back to the equivalence

of data modelse.

3+2. Some CEM Ipplementations

Table I lists some of the experimental systems, which claim to imple-

ment CRM, though for some it would be more correct to claim that they

System location remark reference
IS/1 IBM UK algebra Todd
MacAims MIT algebra Goldstein
RDMS MIT/MULTICS algebra Steuert
MORIS Milano calculus Bracchi
SQUARE IBM Research mapping Boyce
SEQUEL IBM Research mapping Chambherlin
INGRES Berkeley calculus Held

ZETA Toronto definitional Mylopoulos
DAMAS MIT calculus Rothnie
Table I. Some relational systems
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implement homogeneous Fflat file. O0f the nine systems shown,y the first
four represent early experiments. SQUARY ias e language based on the
concept of "mappingy, an approach which is somewhere in between rela-
tional algebre and relatlional calcuius. It is implemented on top of
XRM, a data management supporting n-ary relations or, better, homoge—
neous flat files /111/. XBM in turn is implemented on top of RAM, a
data managementy, which supports stored binary relations and resembles
the graph model /110/+. SQUARE has a compact syntaXe The query language
SEQUEL is derived from it with more English keywords. INGRES stands
for a system; which offers QUEL and the graphics oriented CUPID as
enduser interfaces /83, 1189/. ZETA is a system which is currently be~-
ing developed at Toronto. It has a data management supporting rela-
tions and provides a "syntax directed" definitional tool to 1let the
user implement his high level query language on top of low level prim—
itivess DAMAS is e system specifically used by its implementor to stu~

dy an optimization aspect of data accesse.

To give an impression of the different styles of query languages, let

us consider the following guery:

What is the name of the advisor of the student, whose name

is "M"?

In IS/1, the relational algebra approach, we obtain:

{ (P % {853 C2 = "™™M? }); €1 = CB} % C2
This expression is a sequence of a selection (operator = '31), a
cartesian product {operator = '%'}), a second selection and a projec-
tion {operator = '"%%'}. Ci refers to the value in the i'th domaine.

In QUEL, the calculus oriented guery language to INGRES, we obtain!®

RANGE OF PRCF IS8 P

RANGE OF STUD IS S

RETRIEVE INTO R{PROF.PN) WHERE PROF.P# = STUD.P# AND STUD.SN
= TMY

Here the answer is in the result relation By & unary relation. Clearly
PROF and STUD are variables in the predicate calculus sense over which

existentiel guantifications are applied by default.
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In SEQUEL, the "mapping" approachy we obtain:

SELECT PN FROM P WHERE P.P# IN
SELECT P# FROM S WHERE S.SN = 'M';

All of the nine systems represent what might be called first genera—
tion research data base systems. This means that their contribution to
the solution of data base problems, though already significant as
pointed out above, may be lncreased by follow-on development. At least
for the three systems SEQUEL, INGRES, and ZETA we know that such ongo~
ing research is planned. The follow—on system to SEQUEL is called
System R.

3e 3. Some Non—CRM Systems

As already mentioned, most research activities are using CRM as their
data model. In this subsection we will discuss some languages which

are using a graph oriented data model.

Firast there is DIAM with RIL (Representation Independent Language)l as
its data manipulation language /72/. The DIAM work continues in an
effort called DIAM IT with FORAL as its gquery language /[J1857-158/.
Senko's FORAL has the interesting property of a graph {or binary rela-
tional} model oriented query language for the composition of relations
between entities. The example query of the preceding subsection can

be formulated in FORAL as follows:

P{PN) where for PS SN = 'M';

FORAL establishes the connection between professors and students with
a single identifier where IS/1 or QUEL need at least one comparison. A
recently described systemy developed in Nice, implements the graph
model on top of IMS and offers a query language with similar advantag—
es /82/. McGee describes a data manipulation language to a conceptual

graph model, which is very similar to the DBTG model /123/.

A very interesting research developed system is SIMS /184/ which of-
fers a query language and a data definition language. The data defi-
nition language allows to map data given in their internal form and
possibly generated on another computesr, to a hierarchical conceptual

forms This hierarchical form can then be accessed by the query lan-—
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guage without actually converting the datae. SIMS meets with these fea-—
tures objectives, which are missed by mest other experimental systems,

though SIMS is one of the earlier Ilmplementationse

Report generation, ioeo the design of layouts of computer generated
reports is & non—-trivial problem which to solve with the help of a
computer seems naturals Dana and Presser report about an interesting

high level language specifically designed for this task /46/.

3.4, User Interface Aspects

In this section we will discuss some date manipulation languages whose
designers apply a specific technique with respect to the interface to

the usere.

A series of research efforts has as its target to embed the guery lan—
guage into a general purpose programming language to combine the datsa
access with powerful computational facilities. Two of these efforts
have as thelr specific research goal to develop and study protection
mechanisms /44, 75/ Earley describes a proposal for the inclusion of
CRM data structures into an ALGOL like language /59/s Schauer proposes
to build an interactive CRM guery language in a data base system for

the evaluation of measurement data on top of APL /148/.

A guestion, which is cuerrently still openy is whether the traditional
way of defining rigorously a formal language is the best way to at—
tract all end-user groups to the computer. Some researchers belleve in
the possibility thet a freedom in syntax as offered by a natural lan-
guage, might make the computer more attractive to at least some user
groups. Codd proposes such a natural language system, called RENDEZ-
VOUS, which is currently being implemented /42/. TORUS is a natural
language system being developed at Toronto. It uses ZETA as its data
management F131/. Thompson, Petrick and Kraegeloh report about exper—
imental language systems,; which are already implemented /184, 147,
102/« Further references to systems natural language and the linguis-

tic approach can be found in /136/.

The feasibility of the Mcommunication with the computer in natural
language" is subject to rather sceptical considerations. In the case
of data wmanipulation languages many of these considerations are not

applicabley; since the "universe of discourse" is esgentially restrict-
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ed to the obJjects and verbs stored in the data base and described in a

gimply structured data dictionary.

A completely different approach is taken by Zloof, McDonald and
Schauer /198, 119, 149/« Thelr method requires a display device, which
is used to display the description of the stored CRM relations in some
graphical forme In Zlioof's Query By Example the user fills "examples"
into free spaces of the relation descriptione. Simple gqueries can be
formulated easily and with & low probability of error. In McDonald's
CUPID, the user has to draw a flow diagram like picture {with the help
of a menue } which expresses the semantics of the guery. Schauerl's
extended query by exanmple is an extension and modification of Zloofls
meth&d‘ It is natural to use a display device if information is asso-
ciated with geographic locations. GADS /25/ is such a system in which
a user can point to locations or subareas within a displayed map to

obtain information related to the graphic entities.

The question, wether one user—~interface oriented approach is more suc—
cessful than another cannot be answered by abstract reasoning. Inves—
tigations are under way, which employ the methods of experimental psy-—
chology to find unbiased answers to the posed gquestion /143, 183/. Cne
of the reported experiments seems to indicate that gquestions of syntax
{or more generally of the form as opposed to the contents) are of a
slight significance for the unskilled while questions of semantics are

significant independent of the users skill /143/.

3¢5+ Data Model Eguivalence

As pointed out earlier, and illustrated by examplesy we know that dif-
ferent data models are (or "can be made") equivalent with respect to
corresponding schemata. Subsequently we will briefly indicate that
equivalence can easily be extended to the equivalence of the query
languages. To this end we introduce Iinformally two query languages,
one {CRM} for CRM and the other {GRAPH) for the graph model. Both lan-
guages are very simllar to SEQUEL. In CRM we deal with relation names,
atiribute names and variables. A variable is denoted by a reletion

name followed by a period followed by an attribute names.



Example

S5 relation name
SN attribute name

5,SN variable

In GRAPH we deal with sets {unary relations) and relations {binary
relations). A set denotation is a set name or a set name followed by
a period followed by a relation denotation. A relation denotation is a
relation name or a relation name followed by a period followed by a
relation denotation. A set denotation may also be used as a variable
with the obvicus meaning that the variable "runs" over all elements of

the sete.

Example
Sy S5«8C; Sc3C.CN sets {(or variables])

PSy PS.8Cy; PS«SC.CN relations

It should be noted that GRAPH is recursive in the definition of sets

while CRM is bound to two levels.

The period Is in both languages used as the operator for functional

composition from left to right.

A query is of the form:

SELECT 1istl FROM list2 WHERE predicate;

In CRM listl is a list of attribute names, list2 is a list of relation
names; and the predicate is over variables which can be built starting

with the relations in l1ist2.

In GRAPH listl is a list of relation denotations, list2 1is a list of
set denotations and the predicate is over set denotations which can be

built with the help of relations starting with the sets in list2.

In both languages the use of subscripts may be necessary to avoid
ambigultye The subseguent examples are such that ambiguity does not

arise.
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Query 1

Name of the professor, who advises student M.
CRM:

SELECT PN FROM P,S WHERE P.P# = S.P# and SSN = YM';
GRAPH

SELECT PN FROM P WHERE P+PSeSN = 'M!

This simple query illustrates already the essential difference between
the two data models. CRM normalization requires that some logical re—
lationship between entities are encoded with the help of unique por~
perties of these entities while in the graph model these relationships
may be used directlys Therefore, CRM has to make a comparison where
GRAPH simply uses functional composition as we do in natural language.

This will become even more apparent in the next guery.

Query 2
Names of courses attended by students which are advised by
1R,

CRM?
SELECT CN FROM Py 8y, Cy SC WHERE P.PN = 'B!' and P.P# = S.P#
and S«S# = SC.S# and SC.C# = C.C#;

GRAPH:

SELECT PS.SCeCN FROM P WHERE P.PN = %B';

The brevity and elegance of the GRAPH form compared to the CRM form
should, however, not be used to conclude an essential superiority of
the graph model over CRMs. In fact, it is possible to extend the CRM
language with a macro processor which accepts as definitions relations
between entities in terms of their CRM encodings. This macro processor
can then accept GRAPH queries and convert these gueries into CRM guer—
ies in a simnple straight forward algorithm. With other wordsy we can
implement the GRAPH language on top of a CRM implementation such that

the user has all the advantages of the graph modele. The differences
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of the languages and their underlying models appear On a level which
is primarily of & syntactical nature since they can be transformed
away with the help o0f syntax macros. Issues of one data model versus
the other are of little practical relevance given the right sort of
implementation. Many other questions like those discussed in subse~
qgquent sections deserve and are in the process of receiving more atten—

tion.

4 SYSTEM PROBLEMS

4.1, Introduction

The major problems in a data base system like IMS are connected with
concurrent access to data shared by many users, with application pro-
gram management and scheduling, with system enforced data integrity,
with locking and recovery or error isolation, with data independence
and last, but not leasty with high enough transaction rates and short
enough response times to make the whole system attractive for the

user.

The implementation of such a system, even for experimental purposes,
may turn ocut to be guite costly in time and manpower. It 1s therefore
natural that only few research projects aim at a large portion of the
full set of data base management system functions. Among the systems
mentioned in section 3; DIAM in its original conception was at least
very ambitious with respect to date independence and supported storage
s tructures. System Rs the follow—on activity to SEQUEL, though being
experimentaly, plans to provide solutions in nearly all of the problem

areas mentioned aboves

The fact that researchers so far have not developed full size opera-
tional data base systems does not mean that they have lgnored problems
outside data models and high level query languagess. In subsegquent
sections we will reference a considerable number of relevant papers in
the area of data Iindependence and data integrity and recovery in con~
nection with multi-user systems. In addition, the reader will find
references to research in the area of security and authorization in

the attached bibliograph¥e.
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4.2+ Data Independence /175/

A data base system supports data independence to the extent in which
it allows transformations of the internal or conceptual forms of date
without affecting {(a maximum of) existing programs in +the sense thet
non-affected programs, which run correctly before the transformations,
run also correctly after the transformations. Hencey data indepen-—
dence is in effect the independence of programs with respect to data
transformationses This makes clear that date independence is not the
automatic consegquence of the selection of a certain conceptual data

model as it is sometimes claimed.

We distinguish between internal and conceptual data independence. The
need for internal data independence, ise. Independence of application
programs with respect to changes of the iInternal form of the data,
while the conceputal form stays invariant, is a consequence of the
widely recognized fact that there is no absolutely best internal data
organization /182/+. The performance of an application program depends
heavily on how many of its access paths are directly implemented {for
example via links or inverted files or other storage structures; see
section 5). Every such direct implementation means redundancy in stor-
inz, i€ requires additional update activities. The data base ad-
ministrator will attempt to optimize the internal organization for a
given mix of application programs. Since the mix changes with time,

there will be a need to adapt the internal data organizationes

The need for conceptual data independence arises due to additions of
new types of information, or more generally, changes in the conceptual
schemas In general, at least some of the existing application programs
are affected, while still o large part may remain unaffected. Consid-
ery for exampley, the addition of a domain to a CRM conceptual data
bases There should be no need to alter programs, which only read data,
since the old model is a subview {projection}) of the new model. This
may already be different for programs which update information, since
there may be a dependency between the changed domains and the new do-
maine. Certainly, at least some of the programs which insert new ele-—
ments into relations are affected, since otherwise the new information
cannot be entered. Other changes in the conceptual model, for example,
relaxing the many to one coastraint of a binary relation to a many to
many constraint, may even affect read only programs, if these programs

are designed such, that they rely on the old many to one constrainte
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Support o2 conceptual data independence requires that the system is
capable of determing for each of its application programs, whether it
is affected or not. This involves a very complex decision problem,
which is not sclvable in geneyral. It ieg therefore necessary to res—
trict the data mapping languages such that the decision problem re—~
mains solvables This requires a type of theory, which has not been
extensively applied /exceptions appear, in other contexts, in 53 and
657 .

Support of internal date independence requires the following:

i 4 data definition and mapplng language, which specifies
the internal form to every conceptual form allowed by the
schemae The degree of data independence to a given conceptu-
al schema iIs the set of different mappings supported for the

conceptual schema.

Ze Te any given application program the system must be capa=~
ble of recognizing the predefined access paths in the inter—
nal schema, which meet “optimally" the program's needs, and
exploit these access paths during execution of the programe
This process has been called reduction of +the external ac-—
cess to the internal access. A system without this optimiz-
ing reduction may be Ylogically" data independent but prac—
tically serves no purpose « In other words, what is neces—
sary is a data independence which results in performance

gains for the user.

Almost all of the experimental query language lmplementations des—
cribed In section 3 support data independence to a limited degree in
the following way: When a user {in his %"data base administration
role") introduces a new relation he may specify which attributes
should be inverted. Howevery, a query is formulated independently of
whether there exist inversjions or nots During execution of a query the
system exploits the advantages offered hy inversions and maintaing the
inversions without any burden on the user except unavoidable storage

and time overhead f175/.

A more comprehensive approach to data independence starts with the
development of a flexible data definition and mapping language. Tay=—
lor, and with a slightly modified motivation, Smith have develogped

such languages for a data model very close to the DBTG model /179,
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169/« As pointed out earlier, SIMS has also such a language, which
enables it to operate on given data without converting these data as a
whole /134/« The importance of the possibility to access data by means
of a description and without converting the data as a whole is illus-
trated by the existence of data collections, which to convert to a
standard form 1s more expensive than rewriting all the application

programs operating on these date [f166/.

The evaluation of a data definition and mapping language in a full
size data base management system is a very complex task. This fact has
probably given impetus to experiments with such languages in the area
of data translation, which has also a justification in its own right.
Data translation is the conversion of data, which have been created
and processed in one system, to a data organization which allows pro-—
cessing in another systeme. The orientation of these projects combines
practical orientation with experimental evaluation of the power of
mapping languagesy while the projects still remailn small enough to be

conducted in less than a large groups

Ramirez et al. have built a compiler, which generates conversion pro—
grams from data descriptions /142/. This work makes use of the men-—
tioned date definition and mapping language developed by De. P+ Smith
Similarly, Taylor's language is used in another major activity at the
University of Michigan / Merten, Fry, 126/ This work is continuing
with increased functions being built into the currently runnning pro—
totypes. The underlylng data models in both projects are DBTG ori-
enteds. The usefulness of CRM as internal form of data during transla-—
tion has been investigated by Navathe and Merten /133/ with a negative
results Liu and Heller have used contextfree grammars as data descrip—
tions at the record level /108/. Housely, Lum and 3hu have developed a
languege DEFINE {mapping to a hierarchical structure) for data defi—
nition and a language CONVERT (mapping between hierarchical struc-—
tures} for translation definition and plan to implement these languag—
es in a prototype /95, 165/« Again their model of data is that of a
graph, which, for the purpose of translation, is decomposed into hie-—
rarchiess In a network of computers, such as the ARPA net, data con-
version is of particular importance. 5Su and Lamy and also Schneider
and Desautels describe an approach to data translation specifically

oriented towards this use /177, 153/.
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443 Data Integrity end Recovery in Multi User Systems

Though the problems; which exist with respect to datsa integrity and
recovery are also present in single user systems, they are enormously
increased in a system wilih many concurrent userss. In fact, without
multi—-user supporty traditiocal means under user responsibility may be
adequate for dealing with these problems. In a multi-user system the
system has by necessity to take over some of the responsibility for

the solution.

The notion of data integrity is closely connected with the notion of
consistency and the schemas A schema may be viewed as a collection of
assertions about the data base contents which stay invariant during
processing. These assertions are also called consistency rulese. Such
rules may state that information 1s in a certain sense complete (for
example, whenever something 1s known about a person, then its mannum—
ber; name, address and birthdate are knownle. A more complex rule may
reguire that a person cannot be its own ancestory or, that the sum of
different expenses in a department may not exceed the budget allocated
to the department. A data base supports data integrity to the extent
in which it allows a user to specify consistency rules, which are sub-

sequently enforced by the system.

A straightforward approach to specifying such rules could consist of

the followings

1: Provide the user with a general language like predicate

calculus or a query language to specify assertions.

2« Whenever the data base has been modified, the system

checks, whether the assertions still hold.

This approach; proposed for exampie in /1,78/ and recently also in
/66/ has to be considered with caution. First, it is for a general
language undecidable whether the assertions are in themselves consis-
tente. Secondy it has to be carefully defined when the consistency of
a date base is checkedy, since a user must in general perform a number
of modifications to a data base before a consistent state is agaln
transformed into a consistent state. Third, checking of a set of com~
plex consistency rules may regquire access to a large portion of a data
base, which can range from hours for small data bases ta several weeks

for largeyr date bases in processing time.
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The first problem can be solved onlyy, if the language in which the
consistency rules are expressed, is simple enough so that the consis~
tency of the rules remains decidable. Practical systems, like TIMS,

certalnly satisfy this criterion.

The second problem has been recognized and has lead to the introduc~
tion of the notion of a transaction /63, 66/. A transaction is a se~
quence of transformations of the data base by one user, which are sup-
posed to transform a consistent state into a consistent states. Begiln-
ning and end of a transaction are under user controle. Now consistency

checking can take place whenever a transaction is complete.

The third problem is in some way connected to the first one. Given a
consistency rule, the system must be capable of determing, how costly
1ts checking during data base transformations will bee. The variation
of costs of checking a consistency rule may be illustrated with an
example: Given a father relation, a consistency rule may state that
the subgraph containing only edges labeled with father is cycle free.
Checking this rule requires an algorithm that is in execution time
proportional to n%%3, where n is the number of objects participating
in the father relation. If the stored information contains in addi-
tion for every person the birthdate, the rule that the birthdate of
the father precedes the birthdate of the son, serves the same purpose
as the previous «c¢ycle rule+ This rule can, however, easily and effi-
ciently be verfied for every data base change. In most situvations
system enforced integrity” makes only sense, if the time needed for
the enforcement is bound by a linear function of the time necessary to
perform processing without integrity assurance. A compiled approach
like the assurance of integrity constraints by query modification, as
proposed by Stonebrecker [176/, may help since it allows comparative
analysis of the gueries with and without constraints. Of course, such

an analysis does not have to be at the source level.

The problem of integrity is Increased with concurrent access by more
than one users The system has, In additiony to ensure that the users
do not interfere with each other during update operations. To this
end the system must provide a facility which gives a user exclusive
access to a part of the data base for a limited timee. Basic mechan—
isms for granting exclusive access to a user are well known from oper—

ating systems under the names of locking or semaphores.

The situation is analyzed in a technical report by Eswaran et al
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/7657« A complication of locking Iin date base systems; also explained
in /65/; is the need to lock objects, which may not yet exist, from
being created /30/. There are an Infinite number of objects which may
potentially be created {though the set of created objects is always
finite)ls Such locks may be described by predicates with an infinite
extensions. Performance reguirements dictate that it can be decided for
two such predicates whether they overlap. This imposes restrictions on

the formulation of predicates to be handled by the system /65/.

Locking has as conseguence the danger of deadlockse As in operating
systems there are essentially two ways to deal with deadlockss. The
first, proposed for exampie by Everest /67/ is preclaiming. With pre-—
claiming of resocurces the system can schedule the user's transactions
such that no deadiock appears.s The second solution is preemption,
ieece taking away resources from one process to give the rescurces to
the other process. The preempted process has then to be positioned
back to a state in which 1t did not hold the resources. This is possi-
ble with the help of ,[journals and checkpoint files, ise. date sets
which record the internal state of a process during 1Its execution
/83/e« This methed is discussed by Chamberlin et al /28/. It should be
noted that these files are required in most systems for recovery pur—

pose.

Recovery 18 necessary whenever it is impossible for a transaction to
terminate normallye The cause for this may be a deadlock, a logical
error in the wuser's program {a zerodivide exception or a consistency
check failurey, for =s«xample), a hardware failure, or the failure of a
transaction which has directly or indirectly (via the data base) de-
livered input to the transactione. The first objective of recovery is
the isolation of a failure, such that an error does not propagate in
the data bases A second objective is to restart all transactions which
have been affected by a fallure without being the cause such tbat they
continue execution as if no fallure had appeared. This is to a large
extent possihle. Recovery algorithnms have been described by Genton
/83/, Davies /50/, Bjork /13/, Edelberg /[/62/ and Sayani /148/. The
pasis for much of this work has been laid by recovery in operating

systems such as MULTICS /81/.

All solutions to the integrity and recovery problems must of course
avoid placing an unnecessary burden on the user. The most that should
be expected from an application programmer is to inform the system of

the beginning and the end of transactions. The interactive problem
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solver should not be required to know about transactionse. He should,
as far as the query language 1s concerned, be able to act as {if bhe

were the only user of the systeme.

As with data independencey the problems discussed iIn this section are
at the beginning to be understoode There is certainly significant room
for improvement over proposed and existing solutions, in particular,

in providing the functions with improved performance.

5. STORAGE STRUCTURES AND SEARCH ALGORITHMS

Data independence as discussed in the preceding section derives its
value {a) from the existence of storage organization techniques which
reduce the sometimes enormous search time required otherwise and (b)
from the existence of algorithms which allow to utilize the storage
structures without binding the programs to these structures, The next

two subsections are devoted to these two topics.

S5e1ls Storage_ Structures

One of the frequently employed techniques is the acceleration of a
search with one parameter with the help of an inverted file. If the
inverted file is repeatedly inverted we obtain an hierarchical index
organization described by Bayer and McCreight and known as 'B-Treel.
B-Trees allow a logarithmic search time for retrieval, update and in—
sert /9/+« Lum introduced multi~attribute indexes which allow quicker
answers to queries of higher complexity /112/. Finkel and Bentley
describe an extension of binary trees to quad trees supporting loga—
rithmic searches with two parameters /77/« Haerder describes methods
of address list compressions {'bit lists') to reduce the storage costs

of indices in certain cases /90/.

Another method o©f reducing search time is hashinge Hashing has been
extensively studied in connection with its application to data manage—
ment /113, 115/« Ghosh and Lum have recently shown that under their

assumptions, 'hashing by division' is in general best /85/.

0Of course, there are a number of additional, essentially basic tech-
nigques applied to data organization such as links between or the

splitting of records. These methods may be combined in varlious modifi-—
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cationse.e Storage structures have been extenslvely studied in the past
and are well described in textbooks and surveys /54, 99, 100, 118,
120, 135, 160/« The problem remains to offer this richness of struc~—
tures to programs without binding the programs to specific structures,
isee to offer the structures with data independences In the case in
which the program does not know the internal organization, it is the
system's responsibjlity to utilize the storage structures optimally.

Attempts to solve this problem are discussed in the next subsectione

Be2e The_ Reductionn Problem

Reduction is the problem of reducing external accesses to internal
access, where the relationship between internal and external represen—
tations are given by mappings of these forms to a conceptual form
{fige 1}e Reduction is something like an "optimization" with the pri-
mary objective to reduce the number of accesses to secondary storage
during execution of & query or an application programe. The term
Woptimization should not evoke unrealistic expectations] the problem
is too complex and is loaded with similar problems as optimization in

a compiler.

Variations in the objectives of optimization are connected with the
handliing of intermediate expressions over data sets, Consider, for

example, the expression

{A opl B} op2 {C op3 D}

where Ay By Cs D are large relations and opl to o0p3 are operators in
the relational algebre. A straightforward evaluation might construct
two intermediate relations AB = A opl By and CD = C op3 D and then
evaluate AB op2 CD, Such an algorithm reguires in additon to enormous
amounts of secondary storage accesses also an enormous amount of auxi-
liary storage, which may by far exceed the storage occupied by the
underlying relations A, By C, and D. On the other hand, there are
drastic improvements in the evaluation of some gueries if during their
evaluation at least some temporary inversions can be built. Most of
the research in this area is primarily oriented towards the interac—
tive use of a data base of modest size and conseguently assumes that
auxiliary data sets {ie.es indices) can be built temporarily for one

query execution.
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One of the earliest comprehensive investigations into this problem is
due to Palermo /140/. Palermo claims that for the investigated type of
gqueries no tuple has to be accessed more than oncee. This is achieved
by bullding indices and restricting the domains of wvarjiables in calcu~-
lus expressions and applying & "least growth principle" for the se~
quence of operationss A reduction algorithm applicable to the DIAM
system is described by Astrahany, Ghosh and Senko /5, 84/ + Greenfeld
and Rothnie look at the problem of handling quantification in calculus
expressions efficiently /89, 147/. Another implemented version of a
reduction algorithm is described by Astrahan and Chamberlin /6/. Their
problem consists of primarily taking advantage of inversions, but
their algorithm involves also the construction of intermediary lists

{indexes) by merging of inversionse

A paper relafed to the reduction problem is due to Wong/Chiang. They
assune that each query is a boolean expression over elementary quer-—
ies« In this case the data base can be organized according to the ele~
mentary gueries and reduction becomes essentially the problem of put—

ting & boolian expression into some standard form /195/.

CPU usage has not received much attention, perhaps under the assump~
tion that CPU time is not the bottleneck in the system. This assump—
tion is, however, not always valide To reduce CPU time, less dynamic
and less interpretive search stategies are required, which can be com=-
piled into a CPU efficient search module or access module per applica—
tione As mentioned earlier, the compiler approach has been taken or
proposed by several researchers primarily, however, for othesr reasons
than efficiency /Mehly, Fernandez, Conway, also Taylor in 125, 75, 44
and 180/.

It should be clear that the reduction problem is very complex. Every
algorithm described above has to make a number of assumptions with
respect to system structurey, which are not generally valid. This has
to be soy as long as there 1is no generally respected data base archi-
tectures Questions, which potentially deserve more attention in future
research are the recognition of constraints in storage requirements

and CPU time in addition to "minimizing" secondary storage accesses.

6o MODELLING AND ANALYSIS

Research in the area of modeling and analysis has as its objective to
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learn about existing systems by analyzing their behaviour and to de—
velop simple probabilistic models for the components of a data base
management system. Such models may help to predict the influence of
changes in a system or system designe. Thus the designer of a datse base
management system and even morey, the data base administrator should

have primary interest in these research activitiess

The need for modeling of data management system and data base systems
has been recognized early by Senko and his colleagues and lead to the
development of an analysis tool called FOREM and a follow—on tool
called PHASE II /154 138/. Haerder has recently performed a compara~
tive analysis of current indexing technigques using these tools /81/.
FOREM and PHASE 1II are useful to evaluate storage organizations, but
Iimited with respect to overall date base system simulation. Nakamura
et als report about a data base simalation model which they have con-
structed with the help of a conventional simulation package /132/.
Their model is a fairly detailed, event driven simulator of the pro-
cesses in a date base management systeme These processes are so com~
plex that questions of simulation performance may become critical. A
posgsible way out may be the development of comprehensive data base
system simulating toolse A step in this direction is proposed by Rei~
ter /144/.

Data base systems have also been objects of analytical modeling activ-
ities though they are clearly too complex to be analytically treatable
as a wholes Analytical studies restrict themseives therefore to well
defined parts of the systeme FOREM is an example of a deterministicy
analytical tocl for the analysis of storage structures. The methods
proposed by Cardenas in 722/, Yao in /196/ and Wedekind in /193/ are

also essentially deterministic.

To mention is algo the analytically tractable gueueing model of the
PL/I component of IMS developed by Lavenberg and Shedler /103/.
Though they allow for "rather general' distributions, their model is
at a gross level. For example, it does not explicitly represent the
physical storage organization and total I/0 is represented by a single
server (ueue. Extensions of the model are, however, likely to make

simulation necessary.

Perhaps the most freguently investigated question is the selection of
indjices to a flat file. Authors, who have contributed to research on

this problem under varying assumptlons are Lum and Ling /114/, Palermo
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/139/, Stonebraker /174/, King /98/, Cardenas /23/, Schkolnick /150/,
Yue and Wong /197/ and Farley and Stewart /71/. Shneiderman has inves—

tigated the guestion of index size at different levels /164/.

Data may be allocated to or destributed over a variety of categories:!
first, data have to be allocated within a storage hierarchy in an at-
tempt to balance between costs and access time, second, data have to
be assigned to physical devices to minimize contention given their
position in the hierarchy, third, in case of a network (like the ARPA
net), data have to be assigned to nodes in the network to improve ac—
cessibility and reduce line costse. Lum et al. as well as Buzen and
Chen have considered the problem of allocating data within a storage
hlerarchy, given statistical inftormation on the usage of the data sets
/116, 21/+. Lum et ale specify a total cost function to an allocation
and an algorithm which finds the allocation to a minimal coste. Buzen
and Chen's model takes in addition queueing effects at the hierarchy
levels into consideration. Their algorithm's target 1is to minimize

response time under given storage constraints.

The second problemy, minimizing disk arm contention by suitably distri-
buting data sets over a number of disk drives given their usage sta-
tisticsy, has been considered by Chandra and Wong and recently also by
Easton and Wong /31, 60/. There is no best algorithmic solution, but
heuristic approaches are given and some bounds for the optimality are

derivede.

Casey and Chang have considered the third problem of allocating data
within a simplified network of computers to reduce line costs /26, 27,
32/« Chang has extended Casey's linear cost functions to a more gener-—
al function. Both specify algorithms, which attempt to minimize line

costs.

With the analysis work reported so far, at least one question remains
open: what are the characteristic input data? Or, with other words,
how is the workload of a data base system statistically characterized?
Nakamura et ale. Iin their simulation raise the further question of the
validity of their model. Answers to such gquestions can only be found
by actually observing coperational systems and collecting statistics.
Rodriguez and Hildebrand describe how relevant data ranging from a log
of the user's messages, over a trace of the application program calls
(to the data base system) to a trace of physical disk address refer-—

ences can be collected in operational systems /145/. Lewis and Shedler
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derive from such observations that the interarrival times between
transactions can be satisfactorily modeled by a non~stationary Poisson

process {(i.es a Polsson process with a time dependent rate) /107/.

Iin a semi—empirical approach; Ghosh and Tuel, and also Easton, deter-
mine the parameters of a theoretically established model to make the
model fit to empirical data /86, 61/. Ghosh and Tuel model certaln
interactions in a data base amystem by linear relationships and deter—
mine the coefficients by comparison with measurementsy which are also
used to validate the models, Easton has proposed to use an extension of
the independent reference model for the sequence of references of ap~-
plication programs to blocks on secondary storage and agaln has vall-
dated this model by comparison with the behaviour of a large data base

system.

It is clear that the objective to obtain representative models and
validated workload characterjzations has not yet been convincingly
met. The reasons for this are connected with the current state of the
art of data base research in general, which will be summarized in the
next section. However, it is also clear that research on modeling and
analysis of data base systems as described in this section has made
significant progress, and that its continuation is extremely important

from a practical point of view.

Te SUMMARY AND CONCLUSIONS

Before we try to summarize the research activities of the pasty at

least two major factors have to be considered!:

Data base systems are in theilr objectives of a complexity +that is in
our opinion by far greater than the complexity of programming language
implementations or operating systems. Consider alone the goals of data
integrity and data independence. In conventional systemsy the integri-
tiy remainsgs the responsibility of the user, in a data base system the
system has to take over a large part of this responsibility. In a con~-
ventional system; a user?s program may be device independent due to
implementation of equivalent storage structures on different devices.
The goal in a data base system requires that the user's program is not
only independent of different storage on the same {(or another) device,

but also that the system takes advantage of current structures during
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access where restructuring is under control of the user in his data

base administrator role.

The area of data base systems research is newe Major activities start—
ed only a few years ago. Understanding the real problems takes a large
amount of times demonstrating the viability of a solution reguires
expensive prototype implementation effortse. Before such large imple~
mentations are performedy the risk of failure has to be reduced by
prior assessment. This Justifies that a fair amount of research was
spent in clarification. For exanmple, it is sometimes held against the
researchers that they are engaged in a Mreligious war™ around data
models. The question, which data model is taken, is certainly impor-
tant and of a similar nature as the question, which programming lan=—
guage should be supported. However, data base researchers are now dis—
cussing the problem of different models with a changed attitude: it is
not s0 much the sjudstion of selecting between two models but more the

question of how one model can be represented on top of the other.

A number of promising activities have been started and will continue,
which design and evaluate the man—machine interface for the interac-—
tive problem solvers. In another branch of research, investigations
into the system aspects have reached a level that prototype efforts

are justified and now under waye.

Data translation, driven by data description and mapping languages,
continues to be investigated with increased power of +the languages.
With respect to storage structures there is already more avallable
than can be intelligently handled by data base management systems.
Research probabhly has to put more emphasis on how these structures can

be efficlently utilized.

Model ing systems in a way that significant help results for the data
base administrator is in its beginning. It will take some time, before
the research which has already been conducted and has to be continued
is combined into a useful set of tools for the system designer or ad-—

ministrator.

Comparing the obtained results with industry activities we may see
first a difference of emphasis. Systems like IMS are primarily de-
signed for and employed by parametric users while research systems are
primarily designed for the interactive problem solvera With the cur—

rent state of art, it is likely that research changes priority some-—
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what in favour of the parametrlc user. The modeling and analysis work
described in section 6 is already now primarily oriented towards run+—

ning, productive systems.

Conclusions

With the wealth of research existing, it becomes meaningful to ask:
what are among all fhese results the ma jor achievements? Are there
any trends recognizable with respect to a change of research direc~
tion? What are currently the major problems? While we are trying to
answer these guestions, we are well aware that the reader may whole~

heartedly disagree.

Major_ results

1. Model Development for Data Independence

One of the primary achievements of past research is the
agreement on a type of data base system structure, which is
shown in fige 1s In particulary this means that we have to
deal with at least three levels of information {conceptual,
internal, external) that users assume different roles
{parametric,; problem solwving, application programming, and
data base administrating) and finally that the user in his
data base administrator function has control over storage

structures to tune the performance of his installation.

2. Multiple Records at a Time Logic

Due to the orientation of research to the interactive prob-
lem solvery, high level multiple record at a time logic bhas
peen developed exceeding in power and flexibility the fea-
tures offered in many commercially available systems. In
particular the notions of views and predicate locks are of
similar importance to the parametric use of data bases as to

the probiem solving usee.

34 Storage Structures

Storage structures like the B—trees or to say it more gener-
ally "what can be found in Knuth vol. 3, chapter 6" or other
textbooks represent important results and are basic to fu-

ture research activities.
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Recognizable Trends

1. Data Model Coexistence

After years of controversies, it is increasingly realized
that different models have their justification even within
the same systems The coexistence of different models in one
system is called the superimposition problem and 1likely to

£find more attention in the future.

2+« Integration of the DBMS into the O0S

Past research has made apparent that many of the problems in
the area of scheduling, resource management and recovery,
iees classic operating system functions, cannot be solved
outside the data base management system. Increased experi-
ence in this area has already lead to systems, which in much
respect contain operating system functionse It can be ex-
pected that further research makes the need of integrated
solutions to operating, time sharing and data base manage~

ment systems even more apparent.

3+ Data Dictlonary/Directory

With the current merge of operating system and data base
management system arises a large number of places where des—
criptive information about data and programs is stored in
the systeme A trend is recognizable to combine these differ—
ent types of descriptions into a central data dictionary,
thereby ensuring more consistency among the descriptive data
and generally offering a simpler interface to the user for

maintaining the descriptive information.

Ma,jor problems

1, Performance

Performance in the sense of throughput and transaction rate
constitutes currently the major problem. It is generally
felt that current systems do not offer the level of achieva~
ble performance, though this can only be proved by better
performing alternatives. In particular,that CPU time may
constitute a bottleneck has not been recognized In the past

and research is necessary in this areas
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2s Integrityy; Data Independencey Recovery

It is necessary to provide more possiblities of specifying
system enforceable integrity rules and date representations,
which can be handled by the system with efficiencys The em—

phasls here is on more functions and efficiency {to provide

these functions ignoring efficiency is trivial) so that the
users installation as a whole has benefit. Similarly tech—
nigques which allow rapid recovery from failures are extreme—

ly desirable and lackinge.

3. Concurrency

The problems of concurrency [(deadlock prevention, schedul-
ing} again in connection with efficiency, have not been
solved in a satisfactory ways These problems increase in
multiprocessing systems and with data bases, which are dis-—

tributed on a network of computers.

4. Design Tools

In todays systems, and even more so in future systems, the
user has to make a number of decisions like!: how to model
the conceptual informationy or how to select hardware and
physical representation. With the current state of the art,
he is not givenr much information, which helps in making
these decisions. Some of the research reported in section 6

is certainly relevant for the development of such tools.

S5« Data Reorganization

In a dynamic system with addition, deletion and update of
stored information it is inevitable to physically reorganize
the data from time to time. The reason is a type of physical
disorder like storage fragmentation, which does not affect
the logical order, but degrades performance and storage uti-
lizations To reestablish physical order, it is, in general,
necegsary to dump and reload significant parts of the data
base as a whole, which is therfore not available during this
process for normal use. For large data basesy which are used
around the clocky the interruption may become too long to be
tolerable. {The time range is from hours to weeks for a
reorganization)e A solution to the reorganization problem

is necesgary which avoids interruption.
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1601, 1975.

Contains a classification of consistency rules. Consistency
rules are interpreted as routines to be invoked after changes of

the data base.

Everest, G. Cs Concurrent Update Control and Data Base Integ-—
rity. Data Base Management, 241 - 270, Proce. IFIP Works. Confe
Cargese, Corsica, April 1974. North Holland, Amsterdam, 1974.

Preclaiming of resources to prevent deadlocks is advocated by
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the author.

Falkenberg, E.y Meyery, Bey, and Schneider, Jo Resultatspezifizie-
rende Handhabung von Datensystemene. Lecture Notes in computer
science 1, Springer Verlag, Heidelberg, 1973.

Informal discussion of the "Gegenstandsmodell™, a data model,

and of a high level manipulation language for it.

Falkenbergy, Ee Time~Handling in Data Base Management Systems.
University of Stuttgart, Institut fuer Informatik, Internal
CiS~Report 07/74, 1874.

Adds the dimension of time to {for example: A is employee of B
from Tl to T2} stored relations and extends a data manipulation

language to cope with the time dimension.

Falkenbergy E. Strukturierung und Darstellung von Information an
der Schnittstelle zwischen Datenbankbenutzer und Detenbank-Man-—
agement—System. Thesis, University of Stuttgart, 1875.

A detailed description of a data model and a data manipulation
language where both are closely related to <concepts in natural
language. The model is graphoriented though it allows for n~ary
relations which can be {and graphically are} interpreted as

Joins of binary relations.

Farleys; Je« He Gey and Stewarty Se A. Query Execution and Index
Selection for Relationa)l Data Bases. Technical Report CSRG~EJ,
University of Toronto, March 1875,

See also Cardenas for recent investigations into this subjects

Fehder; P+ L. The Representation Independent Language. IBM Re-
search Reports RJ 1121 (1872) and RJ 1251 (1973}.

The papers describe RIL, the data manipuletion language to the
DIAM system.

Fehdery; P. L. The Hierarchic Query Language (HQL) part 1. IBM
Research Report RJ 1307, Nov. 18973,
Describes a query language to operate on IMS like hierarchic

datae.

Feldmangs Je« Asgy and Rovnery Pe P. An ALGOL Dbased Associative
Language. CACM 12y 439 -~ 4493, 1968.
The high level; ALGOL like programming language LEAP is based on
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hinary associations, which are implemented using a hash codlng

technique.

Fernandez, E+ Bs.y, Summers, R. C.y and Coleman, C. P. An Author-
ization Model for a Shared Data Base. ACM SIGMOD 1975 1Intl.
Conf. on Mgmt., of Data, San Jose, 19875.

Authorization is governed by predicates over applications and

data base contents and enforced primarily at compile time.

Fledler, Hs Datenschutz und Gesellschaft. Lecture Notes in Com—
puter Sciencey vol. 26, 1975

A survey of the discussions on privacye

Finkely, Re. A., and Bentley,y J¢ Le Quad—-trees: a Data Structure
for Retrieval on Composite EKeys. Acta Informatica 4, 1 - 9,
1974.

A generalization of binary trees for the search on composite

keyse

Florentiny, J. J. Consistency Auditing of Data Bases. Comp. Jour—
nal 17, 52 - 58, 1974.

Consistency rules are predicate calculus expressions over the
data base contents. Problems of their implementation are dis—

cusseds

Franky Re Ley and Sibleyy Ee He The DBTG Report: An Illustrative
Example. University of Michigan, ISDOS — working paper — 7.
Shows in detail the steps, which have +to be made to get a COBOL

application program running in the DBTG approache.

Franky; Re Ley and Yamaguchi,y K. A Method for a Generalized Data
Access Method. 1974 AFIPS NCC Procs. vol. 43, 45 - 52, 1874.
Describes ideas and a keyword oriented language to tailor access

methods to the users specifications.

Fraser, Ae. Ge Integrity of a Mass Storage Filing System. Compe.
Journal 12, 1 - 5, 1868,
Describes the recovery in MULTICS,.

Frassony C. A System to Increase Data Independence in an Hier—
archical Structure. Lecture Notes in Computer Science, vol. 34

(GI 1975), Springer Verlag, Heidelberg, 1975,
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Describes how IMS structures can be accessed independent of

their position in the hierarchye.

Genton; A« Recovery Procedures for direct Access Commercial Sys—
tems. Comp. Journ. 13, 123 - 126, 1970,

Describes elementary checkpointing and journaling technigues.

Ghoshy 8. Pey and Senko; M. E» String Path Search Procedures for
Date Base Systems. IBM J. Rese. Deve 18, 408 - 422, 1974,

Within DIAM the reduction of queries to access paths in a net-
work is considered. An algorithm is giveny which 1is claimed to

yvield an access path of minimum "path cardinality".

Ghoshs: 5S¢ Pos; and Lums; Ve Ys Analysis of Collision when Hashing
by Division. Inform. System 1, 15 - 22, 1975,
It is analytically shown that Yhashing by division" is in gener—

al best,

Ghoshs Se¢ Poy and Tuel, We G A Design of an Experiment to Model
Data Base System Perfromance. IBM Research Report RJ 1482, Dec.
1574.

The authors construct a linearized performance model and evalu-—

ate the model by comparison with measurements in an IMS system.

Goldsteiny Re Coy and Strnad, A. Js» The MacAims Data Management
System. 1973 ACM SIGFIDET Workshop, ACM, New York, 1870.

MacAims is an early relational system.

Gorenstein,; Sy and Galati, G. Data Base Reorganizatlion for a
Storage Hierarchye. IBM Research Report RC 5063, Oct. 1874.

The problem considered is that of clustering records inte blocks
{ie e» units of transfer) in a way as to minimize the number of

transfers necessarye.

Greenfeldy No Re Quantification in a Relational Datae System.
1974 AFIPS NCC Proce vols 43, 71 - 75, 1874.
Discusses optimization techniques for a relational system like

LEAP {see Feldman/Rovner).

Haerder,; T. Die Implementierung von Zugriffspfaden durch Bitlis-
tens Technische Hochschule Darmstadt, Berichte der Informatik—

Forschungsgruppen DV74-2,
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The author proposes bit lists as an index organization and in-
vestigates when bit lists are superior to conventional methods

of Indexinge.

Baerder, T. Zugriffszeltverhalten bel der Auswahl von Saetzen
aus einer Datenbanke. Technische Hochschule Darmstadt, Berichte
der Informatik~Forschungsgruppen DV74-3.

Analysis of access with the help of simulation. Includes a com—

parlson of storage structures for indexes.

Hally Pe Ae Ve Common Subexpression Identification in General

Algebraic Systems. IBM UK Report UKSC0060, Nove. 1974,

Heldy G+ Dey Stonebrakery Me Rey and Wongy Ees INGRES — a Rela-
tional Data Base Systems. 1975 AFIPS NCC Proc. vols. 44, 4(C8 ~
416, 1875.

INGRES 1is a relational data management gystem with calculus
based QUEL as its high level query languages. An interesting
plan of the authors is to 1Incorporate access control and integ~

rity assurance via guery modification at preprocessing timee.

Hoffmann, Le Je {editor}e. Security and Privacy in Computer Sys~
temse Melville Publishing Companys Los Angeles, 1973.

Housely, B4 Coy Smith, De. P., ShHu,y, Ne Csy and Lumy Ve Y. DEFINE:
A Nonprocedural Data Description Language for Defining Informa~
tion Easilye. Proce. of ACM Pacific, San Francisco, April 1975,
ACM, New York, 13975.

Describes a language DEFINE to map graph structures to a linear
formy which is then referenced by (and processed according to) a
translation specification, written in the language CONVERT. See
Shu et al.

Inglis, Je Iverted Indexes and Multilist Structurese. Compe
Journ. 17, 38 - 63, 1874.
Discusses how to use multllist structures in order to maintain

inverted files.

Karpy Res Mey, McKellary As Cay and Wongy Cs Ko Near-optimal so-
lutions to a 2~dimensional placement problem. IBM Research Re—
port RC 4740, also to appear in SIAM Journal of Computing.

The problem considered is the placement of records in a 2-dimen—
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sional storage arrays so that the expected distance between two

consecutive references is minimized.

Kings; ¥We Fs On the Selection of Indices for a File. IBM ERe-
search Report RJ 1341, January 1974.

See also Cardenas for recent research in this areas

Enuth; Ds Ee The Art of Computer Programming, vol. 1:! Fundamen-—

tal Algorithms. Addison-Wesley, Reading; Massachusetts, 1268.

Knuths; D E. The Art of Computer Programming, vole. 3: Sorting

and Searching. Addison~Wesley, Readingy, Massachusettsy 19573.

Kogon; R«y Lattermanns De.y Lehmann, Hoey Otty, Ney, and Zoeppritz,
M. User S8Specialty Languages:? General Information. IBM Germany,
Scientific Center Heidelberg, Technical Report 75.08.007, 1875.

An interactive system is introduced designed to a data manipula—

tion language;which is very close to natural language.

Kraegelohy Ke Pey and Lockemanny Pe Ce Retrieval in a set—theor-
etically Strucutred Data Base: Concepts and Practical Considera-—
tionsy; Proc. of International Computing Symposium 1873, 531 -
539. North Holland, Amsterdam, 1973,

The described system has a natural languasge like gquery language.
which is translated into a "set theoretic" intermediate language

suyitable for interpretation.

Lavenberg,; S« Be; and Shedler,; G. S. A Queuing Model of the DL/Y
Component of IMS. IBM Research Report RJ 1561, 1975.
A simplified;, analytically tractable queuing model of the pro-

cesses during date base acCCcess.

Lefkovitz, De File Structures for On-Line Systems. Spartan
Bookssy 19685.

Levieny; Re Eey and Marony M. Es A Computer System for Inference
Execution and Data Retrievals. CACM 10, 715 - 721, 1967.
Introduces the Relational Data File, a system based on binary

relations {see also Di Paolal.,

Levitty; Ge.¢ Stewart, Ds Hey and Yormark, B. A Prototype System
for Interactive Data Analysis. 1874 AFIPS NCC Proc. vols 43, 63
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- 68, 1974.
Describes an implemented system for analysis of measurement data
relying on standard analytic procedures. It makes heavy use of

graphics and statistical methods.

Lewisy Pe As Wey and Shedler, Ge S« Statistical Analysis of
Transaction Processing in a Data Base System. IBM Research Re~
port RJ 1629, August 1873,

Describes the modeling of a transaction stream as a Poisson pro~-

cess with a time varying rate.

Liuy Ssy and Heller, J. A Record Oriented, Grammar Driven Data
Translation Model. 1974 ACM SIGFIDET Workshop, ACM, New York,
1974.

Grammars may be taken as mapplings of a string to a trees Two
grammars mapping different strings to eqguivalent trees are used

as a string to string mapping specification.

Lockemanny Pe Cey and Knutseny We Ds A Multiprogramming Epviron-—
ment for Online Data Acquisition and Analysiss CACM 10, 758 ~
764, 1967.

An earlier approach to the problem of measurement datae. Prefa-—
bricated programs may be assembled communicating via data sets

and parameters.

Lorie; Re As.y and Symonds, A. Js A Schema for Describing a Rela-—
tional Data Bases Proce. 1970 ACM SIGFIDET Workshop, ACM, New
York, 1970.

Describes RAM - a data base management system based on binary

relations {in some sense like LEAP of Feldman/Rovner).

Loriey Re A. XRM - an Extended {n—ary) Relational Memory. IBM
Scientific Center Report G 320 — 2096, Cambridge, Massachusetts,
January 1974,

XRM implements homogeneous flat files on top of RAM {see

Lorie/Symonds).

Lum, Ve Yo Multi-attribute Retrieval with Combined Indexes.
CACM 13, 660 ~ 665, 1970.

Lumy Ve Y., Yuen, Ps Se Tey and Doddy M. Eey to Address Trans—

form Techniques, a Fundamental Performance Study on Large Exist-—
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ing Formatted Flles. CACM 14, vol. 4, 1971,
Contains a survey and evaluations of hashing technigues as ap-—

plied to large data sets.

Lums Ve Yegq and Lingy He An Optimization Problem on the Selec~
tion of Secondary Keyse. Proce 1871 ACM Natl. Confe., vol. 26, 349
- 356, 1871,

One of the earlier investigations into the problem considered by

Cardenas and octherse.

Lumy; Ve Y. General Performance Analysis of RKey—-To—Address Trans—
formation Methods Using an Abstract File Concept. CACM 16, 603 -
612, 1973.

Lumge Ve Yey Senko; Me Eey Wangy Ce Pey and Lings He A Cost QOri-
ented Algorithm for Data Set Allocation in Storage Hierarchles.
CACM 18, 318 - 322, 1875,

A cost function combining the cost of storage, CPU, channel etc.
is defined and an algorithm for data set allocation is outlined,

which minimizes this cost.

Maruyama, Key; and Smithy S. Eeo Analysis of Design Alternatives
for Virtual Memory Indexes. IBM Research Report RC 5087, Cct.
1974.

A number of implementation alternatives for indexes organized asg
B~trees are analyzed resulting into formulas, which are numeri-

cally evaluated.

Maurer;We Des and Lewisy Te G Hash Table Methods. ACM Comput—

ing Surveys 7y 5 - 18, 1975,

McDonald; Negs and Stonebraker, Mes CUPID =~ the Friendly Query
Language. ACM Pacific Conference, San Francisco; April 1875,
ACM, New York, 1975.

CUPID is a grahic, date flow diagram—like language to the
INGRES systems. See also Held.

McGee; W. Ceo Generalized File Processinge. Annual Review in Auto-

matic Programming vol. 5, Pergamon Press, 1968.

McGeey; W Ce File Structures for Generalized Data Managements,

Information Processing 68, 1233 -~ 1238, North Holland, Amster—
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dams 1968.

Introduces graphs as conceptual models for stored information.

McGeey We Cs A Contribution to the Study of Data Equivalence.
Data Base Management. Proce IFIP Work. Conf. Cargesey Corsicay
Apriil 1874, North Holland,; Amsterdam, 1974.

The author presents a number of equivalent organizations in the
class of homogeneous flat file {CRM) organizations and of data

description language [DBTG} organizations.

McGeey, We C. Flile Level Operations on Network Data Structures.
ACM SIGMOD 19735 Intl. Conference, Proce., ACM, New York, 1975.
The paper outlines requirements and a proposal for a data mani-

pualtion language operating on network data structures.

Mealeyy Gs He Another Look at Data. Proc. AFIPS 1967 FJCC 525 -~
534, 1967.
One of the earlier papers proposing to view information as sets

and relations between sets.

Mehly Je Wey, and Wang, Ce Pe A Study of Order Transformations of
Hierarchic Structures in IMS Data Bases. 1974 ACM SIGFIDET Work-
shopy ACM, New York, 1374,

A proposal to increase the data independence supported by IMS
with the help of compiled routines, which intercept the communi-

cation between application program and data management.

Merteny A« Ge.y and Fry, Je. P. A Data Description Language Ap—
proach to File Translatione. 1974 ACM SIGFIDET Workshop, ACM, New
York, 1974.

Describes the idea and design behind the University of Michigan

data translation pro,ject.

Merteny As Ge,y, and Severance, D¢ Go Performance Evaluation File
of Organizations through Modelinge Proce ACM 1272 Natl. Conf.,
ACM, New York, 1972

Meyery; Ba, and Schneider; He Jo Predicate Logic and Data Base
Technology. Course Notes, University of Berlin, available from
the authors,.

Reviews predicate logic and its use as a model for man-machine

interface like in Codd's work and in natural language guestion-
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answering systems.

Minskys N On Interaction with Data Bases. 18974 ACM SIGFIDET
Woprkshopy ACM,; New Yorky, 1974,

The auvthor discusses concepts, integrity rules, user views etcs
He proposes a constructive approach to integrity by defining
Tconsistent operators™ to be used as primitives for more complex

operations.

Mulling Js» Ko An Improved Index Seguential Access Method using

Hashed Overflows CACM 13, 301 - 307, 13872.

Mylopoulaes, J.; Schuster;, Ses and Tsichritzis, D. A Multilevel
Relational System. 1975 AFIPS NCC Procas vol. 44, 403 - 408,
1875,

The mechanism used in the development of the prototype system
ZETA/TORUS are describede. ZETA is a relational data management
system with a definition capability to define a high level query
language on top of lower level primitives. TORUS is bulit on

ZETA as an "intelligent" natural language interface.

Nakamuray; Fesy Yoshiday T.; and Kondoy H. A Simulation Model for
Data Base System Performance Evaluation. 1875 AFIPS HNCC Proc.
vols. 44, 459 - 463, 1875.

Description of experiments simulating the processes within a
data base management system in a conventional simulation pack—

agee

Navathe, Se¢ Bsy and Merteny Ae. G Investigation into the Appli-~
cation of the Relational Model to Data Translation. ACM SIGMOD
1975 Inti. Confs Procsy 123 - 138.

The paper concludes that Codd's relational model "... poses ser-—
ious problems when used in the context of data translation as &

vehicle for more powerful restructuring".

Neuholdy E. Jeo Data Mapping! 4 Formal Hierarchical and Relation-
al Views University of Karlsruhe, Forschungshberichte, Bericht
10, Februasry 1973.

The paper compares hierarchical and relational data models in
formal notation. In particular; It makes clear that the rela-—

tional model 15 a special case of the hierarchical model.
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Nievergelt, J. Binary Search Trees and Flle Organization. ACM
Computing Surveys 6, 3, 1974,

Notleyy, M. G+ The Peterlee IS/1 System. IBM UK, Peterlee, Report
UK-8C 0018.
Describes IS/I, one of the earlier Codd relational implementa—

tionse

Olsony, Ce Ae Random Access File Organization for Indirectly Ac—
cessed Records. Procs. of 1969 ACM Natl. Conf. ACM, New York,
1969.

Owensy Pe Je Phase II - a Data Base Management Modeling Systeme
Information Processing 71, 827 - 832, North Holland, Amsterdamy
19872.

Phase I is a modeling tool designed specifically for data

management evaluation.

Palermoy Fs Ps A Quantitative Approach to the Selection of Sec~
ondary Indexes. IBM Research Report RJ 0730, July 1970.
One of the earlier papers on index selection. See Cardenas for

recent results.

Palermoy F. Pe A Data Base Search Problem. IBM Research Report
RJ 1072, July 1972.
The paper contains one of the earlier optimizing reduction al-

gorithms for gueries in predicate calculus form.

Petricky S» R. Semantic Interpretation in the REQUEST system.
IBM Research Report RC 4457, July 1973.
REQUEST is an experimental, natural language gquestion answering

system.

Ramirezy Je Aey Riny Ne Ady and Prywes, N. S+ Automatic Genera—
tion of Data Conversion Programs using a Data Description Lan—
guage. 1974 ACM SIGFIDET Workshop, ACM, New York, 1974.

Describes an implementation of a data definition language {due
to D. P. Smith), which compiles data definitions into data

translating programse.

Reisner, P., Boyce, Re F.y and Chamberling D. P, Human Fac tors

Evaluation of two Data Base Query lLanguages - SQUARE and SE-
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QUELe 1975 AFIPS HNCC Procs vol. 44, 447 - 452, 1978.

A psychological experiment with 64 subjects is described and
analyzed. Only nonprogrammers show a slight but statistically
significant dependency on the language, which differ primerily

in syntaxe

Reiter, As Dats Models for Secondary Storage Representationa
University of Wisconsiny, MRC Report no. 1554, May 1975.
The data models are designed with the objective to be used for

the performance evaluation of different implementations.

Rodriguez~Rosell; Je.y and Hildebrand, D. A Framework for Evalu-—
ation of Data Base Systemss Proc. of ACM European Chapters In—
ternational Computing Symposium 1875.

An implemented framework for the measurement end evaluation of
sequences of events at different levels of a data base system is
presenteds The different levels involve commands issued 1in the
application program at the hgih endy, and disk address reference

traces at the low end.

Rothnies Je Bey and Lozanosy Te. Attribute Based File Organization
in a Paged Memory Environment. CACM 17, 63 -~ 69, 1974.

A combination of "multiple key hashing" and inverted file tech-
nique allowing for a reduction of the number of page faults for

mul ti~key~-retrievale

Rothnies; Je¢ Be Bvaluating Inter—~Entry Retrieval Expressions in a
Relational Data Base Management Systems 1975 AFIPS NCC Proc.
vole. 44, 417 ~ 423y 1875.

The employed strategy attempts to utilize the information geained

with every tuple—access for the purpose of optimization.

Sayani, Hes Hs Restart and Recovery in a Transaction Oriented
Information Processing System. 1874 ACM SIGFIDET Workshop, ACM,
New Yorky 1974.

Restart and recovery policies are defined and discussed. The

author puts emphasis on performance.

Schauers U. Ein Systewm zur interaktiven Bearbeitung umfangrei-—
cher Messdaten. IBM Germany, Informatik Symposium 1875, Bad Hom—
burg. To appear as Lecture Notes in Computer Science, Springer

Veriag, Heidelberg.
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Introduces an interactive measurement data base system combining
interactive computational facilities {(APL), a relational data
storage, a graphics oriented data manipulation language {like
Yquery by example", see Zloof) with access to an open ended 1li-

brary of PL/I or FORTRAN subroutines. See also /13/.

Schikolnick, Me Secondary Index Optimization. ACM SIGMOD 1978
Intern. Confe. on Mgmte of Data, San Jose, 1975,

See also Cardenas for similar research.

Bcechmidy, He Aey and Swensony Je Re On the Semantics of the Rela-
tional Data Model. ACM SIGMOD 1873 Intl. Conf. on Mgmt. of
Dateay San Jose, 1975.

The authors are concerned with the gap between the pure formal-
ism of Codd'!s relational model and the modelled part of the real
worlde The authors employ a kind of graph model to fill the

2ap.

Schmutz, H. Parenthesis Regular Languages and Relations. IBM
Germany, Heidelberg Scientific Center, Technical Report
74.10.004, Oct., 1974.

A special form of context-free grammars is used to describe the
schema to a hierarchical data model., Pair grammars are used to
describe the mapping between conceptual and internal or external
views The described system is a model for a theoretical treat—

ment of important problems in data base systemse.

Schneildery Ge. M., and Deasautels, Es Je Creation of a TFile
Translation Language for Networks. Information Systems 1, 23 -
31, 1978,

The authors propose a language for data translation in a network

such as the ARPA network.

Senkoy Ms Esy Lum, Ve Yoy and Owensy Pe Jo A File Organization
Evaluation Model (FOREM). Information Processing 68, 514 - 519,
1968+ North Holland, Amsterdam, 1969,

FOREM is an evaluation and simulation tool specifically designed

to evaluate data management systems.

Senkoy Me Eey Altman, E« Bey Astrahany M+ Msey and Fehdery Ps L.
Data Structures and Accessing in Data Base Systems. IBM Systems
Journ. 12, 30 - 93, 1973.
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This paper describes the thoughts and ideas behind the DIAM sys—
temy one of the earlier comprehensive approaches to date base

research systems.

Senkos Me E« Information Systems: Records, Relationsy; Sets, En-

tities and Thingse Inform. Systems 1, 3 - 13, 18975.

Senkoy M. Ee. Data Description Language in the Context of a Mul-
tilevel Structured Description -~ DIAM 1II with FORAL. IBM Re-
search Report RC 5073y Oct. 1973.

Senkoy Me E. An Introduction to FORAL for Users. IBM Research
Report RC 5263, 1875.

Senkoy Me Eeo Specification of Stored Data Structures and Desired
Output Results in DIAM II with FORAL. Proc. of the Int. Confer—
ence on Very Large Data Bases, Boston, 1875, available from
ACM .

The last three references introduce DIAM IYI, a proposed system,
which is based on binary associations and has FORAL as its guery

languagee.

Severancey De Geo Identifier Search Mechanism: A Survey and Gen~

eralized Model. ACM Computing Surveys 6, 3, 1974.

Severance; De Ge A Parametiric Model of Alternative File Struc—
tures. Informs. Systems 1, 51 - 535, 19875,

A scheme is described, which maps a "two dimensilonal space of
parameters” to a set of data organizations including well-known

conventional organizations as special cases

Shneidermany Be Optimum Data Base Reorganization Pointse. CACM
16, 362 - 365, 1973.

Shneidermany Besy and Scheuermanny P. Structured Data Structures.
CACM 17, 566 - 577, 1974.
The paper describes an approach to deal with integrity in case

of certain classes of data structures.

Shneidermans Be A Model for Optimizing Indexed File Structures.
IJCIs 3, 83 - 103, 1974.

The paper is councerned with the selection of index size et dif-
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ferent levels to improve performance.

Shuy Ne Cey Housel, Be Cesy and Lumy Ve Ye CONVERT a High Level
Translation Definition Language for Data Conversione. CACM 1R,
587 — 567, 1875.

A companion paper to Housel et al.

Sibleyy Eo Hay and Taylory, Re We A Data Definition and Mapping
Languages, CACM 16, 750 - 759, 1973.
The paper discusses goals of a data definition language and il~-

lustrates data definition and mapping by examples.

Sibleyy E+ H. On the Equivalence of Data Based Systems. 1£74
ACM SIGFIDET Workshopy ACMy New York, 1974.

The two philosophical directions, "relational" {[(Codd} and the
"data structured" or "procedural" {(DBTG) are compared. Also data
translation with its connection to data restructuring and data

independence is discussed.

Sibleysy Ee Hey and Sayaniy Ho He Data Element Dictionaries for
the Information Systems Interface. NBS-Reporty 1974,
A discussion of the need for and objectives of a Data Dictionary

capability.

Smith, Ds Pe. An Approach to Data Description and Conversion.
PHe. D. dissertation, University of Pennsylvania, 1971,
One of the earlier data definition and mepping languages. See

also Ramirez.

Smithy, Se E«y and Mommens, Je He Automatic Generation of Physi-—
cal Data Base Structures. ACM SIGMOD 1975 Intl. Conf. San Jose,
1975.

A prototype design aid is described which generates from des—
criptive input IMS physical data structure definitions taking

into account constraints and objective functions.

Stahly Fe A« A Homophonic Cipher for Computational Cryptograhye.
AFIPS NCC Proce. vole 42, 5365 - 568, 1973.

Steely, T+ Be Data Base Standardization — A Status Report. ACM
SIGMOD 1975 Intl. Conf. on Mgmt. of Data, San Jose, 1875,
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Steuert; Jey and Goldmany; Je¢ The Relational Data Management Sys-—
tem:! A Perspectives i974 ACM SIGFIDET Workshop; ACM, New York,
1974.

An introduciory description of RDMS, a system being used at MIT

and based on Codd¥s relational model.

Stonebraker; M. The Choice of Partial Inversions and Combined
Indices» IJCIS 3, 167 — 188, 1974.

See also Cardenas for research on this topice.

Stonebraker, Ms A Functional View of Data Independences 18974
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