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P R E F A C E  

This text is written for computer programmers, analysts 

and scient ists,  as well as computer science students, as an intro- 

duction to the architecture of distributed computer systems. The 

emphasis is placed on a clear understanding of the principles, 

rather than on detai ls ;  and the reader w i l l  learn about the struc- 

ture of distributed systems, their  problems, and approaches to 

their design and development. The reader should have a basic 

knowledge of computer systems and be fami l iar  with modular design 

principles for software development. He should also be aware of 

present-day remote-access and distributed computer applications. 

The f i r s t  part of the text serves as an introduction to 

the concept of "distributed system". We give examples, t ry to 

define terms, and discuss the problems that arise in the context 

of parallel and distributed processing. The second part deals with 

the description of parallelism, making abstraction from the physi- 

cal distr ibut ion of the di f ferent system components. We discuss 

formalized methods that may be used to specify, and analyse the 

behaviour of, parallelism in local operating systems or distr ibu- 

ted computer systems. In the third part, we explain the architec- 

ture of distributed systems and the role of the di f ferent commu- 

nication protocols used. This includes the discussion of data 

transmission networks, as well as so-called higher level proto- 

cols used in computer networks for communication between di f ferent 

application programs, data bases, and terminals. 

This text does not give the description of any particular 

distributed system, nor does i t  discuss the advantages and disad- 

vantages of distributed computer applications, such as for banking 

transactions or distributed data bases. We have given extensive 

references to more detailed descriptions of the topics discussed, 

to complementary a r t i c les ,  and to explanations of certain prereq- 

u is i te concepts, most readers w l l l  be faml l lar  with. 

This text was written when the author was a v is i t ing  



Iv 

professor at the Ecole Polytechnique F6d6rale de Lausanne, 

Switzerland. I t  represents the lecture notes of a one-semester 

course ("troisi~me cycle") given in the D~partement de Math~ma- 

tiques in 1977-78. I would l ike to thank the D~partement de 

Math~matiques, and in part icular Professor G. Coray, for my 

pleasant stay in Lausanne. For the preparation of this text ,  

I have profited from many discussions, in part icular with 

J. Gecsei (Montreal), D. Gurtner and F. Vittoz. I thank 

S. Waddell for suggesting many improvements of the original 

manuscript, and Ch. Luyet and D. Salconi (Montreal) for the 

careful typing. Last, but not least, I thank my wife, Elise, 

for her patience and moral support. 



TABLE OF CONTENTS 

Part I :  Introduct ion 

I .  Distr ibuted systems: examples and de f in i t i on  

I . I .  D is t r ibu t ion  of  control and data in ex is t ing systems 

I . I . I .  Systems d is t r ibuted over long distance 

I . I . I . I .  Remote access 

1.1.1.2. Computer networks 

1.1.1.3. Systems for d is t r ibuted processing 

1.1.2. Local ly d is t r ibuted systems 

1.1.3. Multi-processor systems 

1.1.4. Vir tual  d is t r ibu t ion  

1.2. C lass i f ica t ion of d is t r ibuted systems 

1,2.1. Degree of  coupling 

1.2.2. Interconnection structure 

1.2.3. Interdependence of  components 

1.2,4. Synchronization between components 

1.3. Def in i t ion of "d is t r ibuted system" 

2. Paral lel ism 

2.1. Paral le l  processes and appl icat ions 

2.2, Constraints on independence 

2.3. Modular system structure and abstract ion 

3. Common problems 

3,1. Cooperation 

3.1.1, Compat ib i l i ty  

3.1.2. Synchronization 

3,2. Distr ibuted resource sharing 

3.3. Naming and addressing 

3.3.1. Search strategies for l ink  editors 

3.3.2. Naming of  I /0 flows 

3.3.3. Addressing scheme of  telephone networks 

3.3.4. Process addressing by ports 

3.4. Protection 

3.4.1. Protection in d is t r ibuted systems 

3.5. Error recovery 

3.5.1. Error detection 

3.5.2. Recovery by retry 

3.5,3. Redundant hardware 

3.5,4. The design pr inc ip le  of  recovery blocks 

1 

1 

1 

1 

6 
9 

13 

18 

18 

20 

2O 

21 

24 

24 

25 

31 

31 

33 
37 

42 

42 

42 

43 

43 

44 

44 

44 

45 

45 

48 

49 

50 

5O 

51 

51 

52 



Vl 

3.6. Real time considerations 53 

3.6.1. Time-outs 54 

3.6.2. Clock synchronization in distributed systems 54 

Part I I :  

4. 

Logical description of parallelism 

A general formalism for the description of systems 57 

4.1. The basic model 57 

4.1.1. Transition systems 57 

4.1.2. Operations 58 

4.1.3. Transition and relations between states 58 

4.1.4. Abstraction 61 

4.1.5. Parallelism and functionality 63 

4.2. Reachability and execution sequences 65 

4.2.1. Possible operation sequences 65 

4.2.2. Liveness 67 

4.2.3. Equivalence between systems 68 

4.3. Synchronization mechanisms 68 

4.4. Non-instantaneous operations 72 

4.4.1. Mutual exclusion 72 

4.4.2. Queueing considerations and scheduling 74 

4.5 Processes 75 

4.5.1. The concept 76 

4.5.2. Cooperation 77 

4.5.3. Mutual exclusion 82 

4.6. The induction principle 84 

4.7. Distinction between "control structure"and "interpretation" 85 

4.7.1. Notation for the case of a f in i te  control structure 88 

4.8. Assertions 89 

4.9. Formalized specification methods for systems with parallelism 92 

Part I I I :  

5. Architecture of d is t r ibuted systems 

5.1. Layered h ierarchia l  system structure and physical d i s t r i bu t ion  

5.2, Typical structure of  a d is t r ibuted system 

5.2.1. Communication over a dedicated c i r cu i t  

5.2.2. Communication through a network 

5.2.3. A uniform transport service 

5.2.4. Higher level protocols 

Architecture and communication protocols for d is t r ibuted systems 

96 

97 

I08 

109 

I12 

I13 

115 



Vii 

5.3. Compatibility and interworking issues If8 

5.3.1. Requirements for compatibility l l9  

5.3.2. Network interconnection 120 

5.3.3. System interworking and adaptation 124 

5.4. Specification, verification and implementation of protocols 125 

5.4.1. Specification techniques 126 

5.4.2. Protocol verification 127 

5.4.3. Protocol implementation 129 

6. Message transport requirements and data transmission networks 133 

6.1. Message transport requirements 133 

6.2. Data transmission services 135 

6.2.1. Dedicated circuits 135 

6.2.2. Switching 136 

6.2.3. Circuit and packet switching 136 

6.3. The transport protocol 137 

7. Line protocols 140 

7.1. Transmission of bits 141 

7.1.1. Interface procedures 141 

7.1.2. Physical media 142 

7.1.3. Bit synchronization 144 

7.1.4. Typical performances 147 

7.2. Transparency and framing 148 

7.2.1. Bit-oriented method 149 

7.2.2. Character-oriented method 150 

7.2.3. Method based on envelope transmission 151 

7.3. Transmission error detection and correction 151 

7.3.1. Principles 151 

7.3.2. Error detecting codes 155 

7.3.3. Error correcting codes 158 

7.4. Retransmission protocols 158 

7.4.]. Principles 158 

7.4.2. The "alternating bit" protocol 161 

7.4.3. The HDLC classes of procedures 164 

7.4.4. Multiplexing 170 

8. Technological developments and standards 176 

References 179 



Annex: An example of  a protocol implementation based on a formalized 
speci f i  cat i  on. 

A . I .  A un i f ied  model for  the spec i f i ca t i on  and v e r i f i c a t i o n  of  
protocol s 

A.2. Combining assert ions and states for the va l i da t ion  of  
process communication 

A,3. Defining a layer  service 

A.4, A formalized spec i f i ca t i on  of  HDLC classes of procedures 

A,5. Development and s t ruc ture  of  an X.Z5 implementation 

192 

194 

201 

206 

210 

252 


