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Foreword

Clustering is one of the most fundamental and essential data analysis tasks
with broad applications. It can be used as an independent data mining task
to disclose intrinsic characteristics of data, or as a preprocessing step with
the clustering results used further in other data mining tasks, such as clas-
sification, prediction, correlation analysis, and anomaly detection. It is no
wonder that clustering has been studied extensively in various research fields,
including data mining, machine learning, pattern recognition, and scientific,
engineering, social, economic, and biomedical data analysis. Although there
have been numerous studies on clustering methods and their applications,
due to the wide spectrum that the theme covers and the diversity of the
methodology research publications on this theme have been scattered in var-
ious conference proceedings or journals in multiple research fields. There is a
need for a good collection of books dedicated to this theme, especially con-
sidering the surge of research activities on cluster analysis in the last several
years.

This book fills such a gap and meets the demand of many researchers
and practitioners who would like to have a solid grasp of the state of the art
on cluster analysis methods and their applications. The book consists of a
collection of chapters, contributed by a group of authoritative researchers in
the field. It covers a broad spectrum of the field, from comprehensive surveys
to in-depth treatments of a few important topics. The book is organized in a
systematic manner, treating different themes in a balanced way. It is worth
reading and further when taken as a good reference book on your shelf.

The chapter “A Survey of Clustering Data Mining Techniques” by Pavel
Berkhin provides an overview of the state-of-the-art clustering techniques. It
presents a comprehensive classification of clustering methods, covering hier-
archical methods, partitioning relocation methods, density-based partitioning
methods, grid-based methods, methods based on co-occurrence of categorical
data, and other clustering techniques, such as constraint-based and graph-
partitioning methods. Moreover, it introduces scalable clustering algorithms
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and clustering algorithms for high-dimensional data. Such a coverage provides
a well-organized picture of the whole research field.

In the chapter “Similarity-Based Text Clustering: A Comparative Study,”
Joydeep Ghosh and Alexander Strehl perform the first comparative study
among popular similarity measures (Euclidean, cosine, Pearson correlation,
extended Jaccard) in conjunction with several clustering techniques (random,
self-organizing feature map, hypergraph partitioning, generalized k-means,
weighted graph partitioning) on a variety of high-dimensional sparse vector
data sets representing text documents as bags of words. The comparative
performance results are interesting and instructive.

In the chapter “Criterion Functions for Clustering on High-Dimensional
Data”, Ying Zhao and George Karypis provide empirical and theoretical com-
parisons of the performance of a number of widely used criterion functions in
the context of partitional clustering algorithms for high-dimensional datasets.
This study presents empirical and theoretical guidance on the selection of cri-
terion functions for clustering high-dimensional data, such as text documents.

Other chapters also provide interesting introduction and in-depth treat-
ments of various topics of clustering, including a star-clustering algorithm by
Javed Aslam, Ekaterina Pelekhov, and Daniela Rus, a study on clustering
large datasets with principal direction divisive partitioning by David Littau
and Daniel Boley, a method for clustering with entropy-like k-means algo-
rithms by Marc Teboulle, Pavel Berkhin, Inderjit Dhillon, Yuqiang Guan,
and Jacob Kogan, two new sampling methods for building initial partitions
for effective clustering by Zeev Volkovich, Jacob Kogan, and Charles Nicholas,
and “tmg: A MATLAB Toolbox for Generating Term-Document Matrices
from Text Collections” by Dimitrios Zeimpekis and Efstratios Gallopoulos.
These chapters present in-depth treatment of several popularly studied meth-
ods and widely used tools for effective and efficient cluster analysis.

Finally, the book provides a comprehensive bibliography, which is a mar-
velous and up-to-date list of research papers on cluster analysis. It serves as
a valuable resource for researchers.

I enjoyed reading the book. I hope you will also find it a valuable source for
learning the concepts and techniques of cluster analysis and a handy reference
for in-depth and productive research on these topics.

University of Illinois at Jiawei Han
Urbana-Champaign
June 29, 2005



Preface

Clustering is a fundamental problem that has numerous applications in many
disciplines. Clustering techniques are used to discover natural groups in
datasets and to identify abstract structures that might reside there, with-
out having any background knowledge of the characteristics of the data. They
have been used in various areas including bioinformatics, computer vision,
data mining, gene expression analysis, text mining, VLSI design, and Web
page clustering to name just a few. Numerous recent contributions to this
research area are scattered in a variety of publications in multiple research
fields.

This volume collects contributions of computers scientists, data miners,
applied mathematicians, and statisticians from academia and industry. It
covers a number of important topics and provides about 500 references
relevant to current clustering research (we plan to make this reference list
available on the Web). We hope the volume will be useful for anyone willing
to learn about or contribute to clustering research.

The editors would like to express gratitude to the authors for making
their research available for the volume. Without these individuals’ help and
cooperation this book would not be possible. Thanks also go to Ralf Gerstner
of Springer for his patience and assistance, and for the timely production of
this book. We would like to acknowledge the support of the United States–
Israel Binational Science Foundation through the grant BSF No. 2002-010,
and the support of the Fulbright Program.

Karmiel, Israel and Baltimore, USA, Jacob Kogan
Baltimore, USA, Charles Nicholas
Tel Aviv, Israel, Marc Teboulle
July 2005
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