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Preface

This volume has its origins in the first Learning Language in Logic (LLL) work-
shop which took place on 30 June 1999 in Bled, Slovenia immediately after the
Ninth International Workshop on Inductive Logic Programming (ILP’99) and
the Sixteenth International Conference on Machine Learning (ICML’99). LLL is
a research area lying at the intersection of computational linguistics, machine
learning, and computational logic. As such it is of interest to all those working
in these three fields. I am pleased to say that the workshop attracted submis-
sions from both the natural language processing (NLP) community and the ILP
community, reflecting the essentially multi-disciplinary nature of LLL.

Eric Brill and Ray Mooney were invited speakers at the workshop and their
contributions to this volume reflect the topics of their stimulating invited talks.
After the workshop authors were given the opportunity to improve their papers,
the results of which are contained here. However, this volume also includes a
substantial amount of two sorts of additional material. Firstly, since our central
aim is to introduce LLL work to the widest possible audience, two introductory
chapters have been written. Džeroski, Cussens and Manandhar provide an in-
troduction to ILP and LLL and Thompson provides an introduction to NLP.
In both cases no previous knowledge on the part of the reader is assumed. Sec-
ondly, to give a full account of research in LLL we invited a number of researchers
from the NLP and machine learning communities to contribute. We are pleased
to say that all those invited contributed – resulting in the contributions from
Tjong Kim Sang and Nerbonne; Kazakov; Eineborg and Lindberg; Riezler; and
Thompson and Califf.

An LLL home page has been created at http://www.cs.york.ac.uk/aig/lll
which provides pointers to papers, research groups, datasets, and algorithms. A
page for this volume is at http://www.cs.york.ac.uk/aig/lll/book.

We have many people to thank for bringing this volume about. Thanks firstly
to all those authors who contributed to this volume. Thanks also to the LLL’99
programme committee who provided the initial reviews for many of the papers
here. We greatly appreciate the generous financial support towards the LLL’99
workshop from the ILP2 project and the MLNet-II, ILPNet2, and CompulogNet
Networks of Excellence. Sašo Džeroski is supported by the Slovenian Ministry
of Science and Technology. Thanks also to Chris Kilgour and Heather Maclaren
at York for help with Word. Alfred Hofmann and colleagues at Springer de-
serve thanks for efficiently producing this book. Finally, we would like to thank
Stephen Muggleton. Stephen not only pioneered many of the ILP techniques
used by contributors to this volume, he also initiated much of the interaction
between the NLP and ILP community which is central to LLL – indeed the slo-
gan “Learning Language in Logic” is due to Stephen. We are very glad that he
agreed to provide the foreword to this volume.

July 2000 James Cussens
Sašo Džeroski



Foreword

The new research area of learning language in logic (LLL) lies at the intersec-
tion of three major areas of computational research: machine learning, natu-
ral language processing (NLP), and computational logic. While statistical and
machine learning techniques have been used repeatedly with good results for
automating language acquisition, the techniques employed have largely not in-
volved representations based on mathematical logic. This is in stark contrast
to the well-established uses of logical representations within natural language
processing. In particular, since the 1980s there has been an increasing use of
approaches implemented within a logic programming framework. The area of
machine learning most closely allied with logic programming is known as in-
ductive logic programming (ILP), in which examples, background knowledge,
and machine-suggested hypotheses are each logic programs. LLL represents the
marriage of ILP and logic programming approaches to NLP (for more detail see
“Inductive logic programming: issues, results and the LLL challenge”, Artificial
Intelligence, 114(1–2):283–296, December 1999). The present volume represents
an international cross-section of recent research into LLL.

As motivation for LLL, the telecommunications and other industries are in-
vesting substantial effort in the development of natural language grammars and
parsing systems. Applications include information extraction, database query
(especially over the telephone), tools for the production of documentation, and
translation of both speech and text. Many of these applications involve not just
parsing, but the production of a semantic representation of a sentence. Hand
development of such grammars is very difficult, requiring expensive human ex-
pertise. It is natural to turn to machine learning for help in automatic support
for grammar development. The paradigm currently dominant in grammar learn-
ing is statistically based. This work is completely, with a few recent small-scale
exceptions, focussed on syntactic or lexical properties. No treatment of semantics
or contextual interpretation is possible because there are no annotated corpora
of sufficient size available. The aim of statistical language modelling is, by and
large, to achieve wide coverage and robustness. The necessary trade-off is that
a depth of analysis cannot also be achieved. Statistical parsing methods do not
deliver semantic representations capable of supporting full interpretation. Tra-
ditional rule-based systems, on the other hand, achieve the necessary depth of
analysis, but at the sacrifice of robustness: hand-crafted systems do not easily
extend to new types of text or applications.

In this paradigm disambiguation is addressed by associating statistical pref-
erences, derived from an annotated training corpus, with particular syntactic or
semantic configurations and using those numbers to rank parses. While this can
be effective, it demands large annotated corpora for each new application, which
are costly to produce. There is presumably an upper limit on the accuracy of
these techniques, since the variety in language means that it is always possible



VI Foreword

to express sentences in a way that will not have been encountered in training
material.

The alternative method for disambiguation and contextual resolution is to use
an explicit domain theory which encodes the relevant properties of the domain
in a set of logical axioms. While this has been done for small scale domains,
the currently fashionable view is that it is impractical for complex domains
because of the unmanageably large amount of hand-coded knowledge that would
be required. However, if a large part of this domain knowledge could be acquired
(semi-)automatically, this kind of practical objection could be overcome. From
the NLP point of view the promise of ILP is that it will be able to steer a mid-
course between these two alternatives of large scale, but shallow analyses, and
small scale, but deep and precise analyses. ILP should produce a better ratio
between breadth of coverage and depth of analysis.

In conclusion, the area of LLL is providing a number of challenges to existing
ILP theory and implementations. In particular, language applications of ILP
require revision and extension of a hierarchically defined set of predicates in
which the examples are typically only provided for predicates at the top of the
hierarchy. New predicates often need to be invented, and complex recursion is
usually involved. Advances in ILP theory and implementation related to the
challenges of LLL are already producing beneficial advances in other sequence-
oriented applications of ILP. This book shows that LLL is starting to develop
its own character as an important new sub-discipline of artificial intelligence.

July 2000 Stephen Muggleton
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