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Abstract. Multimedia applications require the transmission of real-
time streams over a network. These streams often exhibit variable band-
width requirements, and require high bandwidth and guarantees from the
network. This creates problems when such streams are delivered over the
Internet. To solve these problems, recently, a small set of differentiated
services has been introduced. Among these, Premium Service is suitable
for real-time transmissions. It uses a bandwidth allocation mechanism
(BAM) based on the traffic peak rate. Since the bandwidth requirement
of a video stream can be quite variable, this can result in a high cost to
the user and an inefficient use of network bandwidth. In this paper we
introduce a BAM that can increase bandwidth utilization and decrease
the allocated bandwidth without affecting the QoS of the delivered real-
time stream and without introducing any modification in the Premium
Service. We also introduce several frame dropping mechanisms that fur-
ther reduce bandwidth consumption subject to a QoS constraint when
coupled with the above BAM. The proposed BAM and the heuristics
algorithms are evaluated using Motion JPEG and MPEG videos and are
shown to be effective in reducing bandwidth requirements.

1 Introduction

Pay per view movies, distance learning, and digital libraries are examples of mul-
timedia applications that require the transmission of real-time streams over a
network. Such streams (such as video) can exhibit significant bit rate variability
[6], depending on the encoding system used, and can require high network band-
width. Moreover these real-time streams require performance guarantees from
the network (e.g., guaranteed bandwidth, loss rate, etc.). This poses significant
problems when these real-time streams are delivered over the Internet, as the
Internet is not currently able to provide any type of guarantee. Although these
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applications are currently deployed in the Internet, the quality of service (QoS)
that they receive is far from what is desired.

There has been considerable activity recently on defining and introducing
a small set of differentiated services into the Internet in order to improve the
service of certain classes of applications. One such proposal by Nichols, et al.
[8] introduces a new service, called Premium Service, which can provide the
QoS required by a real-time stream. Briefly, premium service provides a low
loss, bounded low delay, and fixed bandwidth channel (equal to the peak rate
associated with the video). However, the peak rate allocation can be expensive
in terms of bandwidth and inefficient in terms of bandwidth utilization when
the video has been encoded using a variable bit rate (VBR) encoding scheme.
This variability coupled with the peak rate bandwidth allocation can lead to
high cost and inefficient use of bandwidth.

To reduce the variability of the traffic, smoothing techniques [9] [3] [1] [2] have
been introduced. In practice, smoothing produces a new, less variable transmis-
sion of the traffic that, although having the same QoS requirement, requires
less bandwidth. However, even if smoothing is used, a BAM based only on the
traffic peak rate can still lead to low bandwidth utilization and to a waste of
bandwidth.

In the past, several attempts have been made to solve the problem of inef-
ficient bandwidth utilization [13] [7] [1] [2]. However, some problems arise with
these proposals. For instance, in [13] to increase the bandwidth utilization, the
client must settle for a lower QoS; [7] [1] [2] use a dynamic BAM to increase the
bandwidth utilization. Unfortunately, this dynamic BAM can result in a tempo-
rary disruption of service if additional required bandwidth is unavailable. Hence,
the previous proposals cannot be used to efficiently transmit real-time streams
with perfect QoS. In the future, it may be possible to solve this problem through
the advanced reservation of resources [10].

The first contribution of this paper is the introduction of a new bandwidth
allocation mechanism that increases bandwidth utilization and decreases the al-
located bandwidth without affecting the QoS of the real-time stream delivered
and without requiring any modification to the Premium Service architecture
introduced in [8]. For a given video stream, the BAM allocates the peak band-
width to the premium channel. This allocation is progressively reduced as the
peak rate of the remainder of the stream decreases. When coupled with optimal
smoothing [9], bandwidth consumption is substantially reduced even though the
resulting smoothed stream doesn’t look like a decreasing function.

Although the proposed BAM can substantially reduce bandwidth consump-
tion, there may still be a further need to reduce bandwidth consumption. Our
second contribution consists of several frame dropping mechanisms that further
reduce bandwidth consumption subject to a QoS constraint when coupled with
the above BAM. These mechanisms provide the flexibility for the client to nego-
tiate a tradeoff between bandwidth consumption and QoS degradation with the
server (and network). Using these heuristics, we show through simulation that
it is possible to substantially reduce the bandwidth consumption while drop-
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ping only a few frames; depending on the movie, we can save up to 43% of the
bandwidth while dropping only 1% of the frames.

The paper is organized as follow. In Section 2 we introduce our bandwidth
allocation mechanism. In Section 3 we present the experimental results obtained
using our BAM. In Section 4 we present the benefit of delivering slightly imper-
fect QoS and in Section 5 we present some heuristic algorithms for dropping some
frames and the experimental results using these algorithms. The conclusions are
presented in Section 6.

2 An Efficient Bandwidth Allocation Mechanism

In this section we introduce a new BAM that increases bandwidth utilization
and decreases the allocated bandwidth of a stream without affecting its QoS
and without requiring any modification to the Premium Service architecture.
Premium Service was introduced in [8] in order to provide the QoS required
by real-time streams; the server set up a premium service connection with a
bandwidth equal to the peak rate associated with the video. The server can do
this because the video is completely stored, and so all the video characteristics
are known. Due to the variability in a video stream, this mechanism can lead
to low resource utilization which may not be acceptable when someone pays for
the allocated bandwidth, as is likely to happen in the coming years.

The benefit of our BAM come from the dynamic bandwidth allocation that
we use during transmission. Unlike the dynamic BAMs described in [4][7], our
mechanism provides the QoS required by the real-time stream. This is because
our BAM begins by allocating the peak bandwidth to the premium channel, but
progressively reduces the allocation as the peak rate of the remaining stream
decreases (this progressive reduction is possible because the bandwidth charac-
teristics of the video are known ahead of time). Consequently, there never is a
need to increase bandwidth during the session. For this reason we provide the
same guarantee as the classical peak rate BAM, while using less bandwidth.

Unfortunately it is very rare that the bandwidth required by the real-time
stream is a decreasing function in time. For this reason our BAM is not directly
based on the bandwidth requirements but is based on a bandwidth function,
based on the traffic shape, that will be defined below.

In the following we consider a sender (that provides the service) and a receiver
(that desires the service). The receiver requests a video from the sender. This
video is composed of N frames. Without loss of generality, we assume a discrete
time-model where one time unit corresponds to the time between successive
frames. For a 24 fps full motion video, the duration of a frame is 1/24th of a
second. We denote by a(i) the data sent during time i, for each i = 1, . . . , N .
We introduce the following bandwidth function, which will be used by the BAM:

band(i) = max{a(j)|j ≥ i} i = 1, . . . , N . (1)

Since our BAM uses this non-increasing function, no additional bandwidth
will be requested during the transmission and it will also be possible to reduce the
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bandwidth when it is no longer needed: at time j (just before sending the quan-
tity a(j)), a request to de-allocate the bandwidth is sent if band(j) < band(j−1)
and the new allocated bandwidth will be band(j), instead of band(j − 1). In
Fig. 1, we show the behavior of the bandwidth function for a real-time video
stream. Fig. 1(a) shows the behavior of the bandwidth function for a pure VBR
video while Fig. 1(b) shows the behavior for the same movie, but smoothed. We
note that our BAM allocates less bandwidth than the peak rate BAM because
it decreases the bandwidth when future frames do not need it.
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Fig. 1. Our BAM versus the classical BAM. (a) Pure VBR traffic. (b) Smoothed traffic.

The bandwidth utilization, U , achieved using our bandwidth allocation mech-
anism is U =

∑N
i=1 a(i)/

∑N
i=1 band(i) and is greater than what is obtained using

the classic BAM because band(i) ≤ Peak rate i = 1, . . . , N .
In the next section, we present experimental results tobtained using several

video traces that illustrate the benefits (like reducing bandwidth and increasing
bandwidth utilization giving complete guarantees and QoS) that are possible
using the proposed BAM in the premium service architecture.

3 Experimental Results

In this section we present experimental results obtained from analyzing several
Motion JPEG (MJPEG) and MPEG encoded videos.

3.1 Motion JPEG

The MJPEG algorithm compresses each video frame independently using the
JPEG still-picture standard. We use four different MJPEG videos [1], Big, Sleep-
less in Seattle, Crocodile Dundee, and ET, each consisting of 40000 frames (28
minutes). Each video is smoothed [9] considering the client buffer of 1 MB and
zero startup delay. These experiments illustrate the benefits of our BAM by
showing the reduction in the amount of required bandwidth that it introduces.

In Fig. 2 we show the bandwidth allocation curve band and the bandwidth
requirements for two of the four MJPEG videos. Also shown is the peak rate
allocation. First we note, that even when the traffic is smoothed, it is still quite
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Fig. 2. (a) Big. (b) Sleepless in Seattle.

variable and that this variability results in the over allocation of bandwidth by
a peak rate BAM. Our BAM allocates less bandwidth while still providing the
same QoS because band better fits the traffic shape than a peak rate allocation.
The primary reason that these benefits are so great is that the peak rate of the
smoothed traffic occurs in the initial part of the movie. The benefits are less
with ET and Crocodile Dundee because the peak rate occurs late in the video
(refer to [5] for a detailed description).

Fig. 3 quantifies the benefits of the proposed BAM over a peak rate allocation.
To better compare the two BAMs, we present in Fig. 3(a) the bandwidth saved
by implementing our BAM in the premium service architecture. We observe
that the reduction in bandwidth ranges from 5% (ET) to 25% (Big). Fig. 3(b)
compares the bandwidth utilization achieved by the peak rate BAM and the
proposed BAM. The proposed BAM always increases the bandwidth utilization.
In one case, Big, the increase is greater than 20%. Finally, we note that the
benefits are strongly correlated to the proximity of the traffic peak rate to the
beginning of the video.

Reduced Allocated Bandwidth
(over Classical Premium Allocation)

0%
5%

10%
15%
20%
25%
30%

ET Crocodile
Dundee

Big Sleepless in
Seattle

Bandwidth Utilization

50%

60%

70%

80%

90%

100%

ET Crocodile
Dundee

Big Sleepless in
Seattle

Peak Rate

band

(b)(a)

Fig. 3. (a) it shows the amount of bandwidth saved if the proposed BAM is used in
the premium service mechanism. (b) it compares the bandwidth utilization reached by
the peak rate allocation and the proposed BAM.
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3.2 MPEG Traces

In this section we present results obtained from analyzing MPEG traces. MPEG
is an inter-frame dependency encoding mechanism that has smaller average frame
size than the MJPEG encoding. We use four different videos: MTV, The Silence
of the Lambs, Jurassic Park and Starwars. All traces are 28 minutes long (except
Starwars that is 121 minutes long), contain 12 frame GOPs and are 24 fps.

We consider a client with 1 MB of buffer available for storing video. We also
considered a startup delay of 24 frames (one second). We chose this value in
order to obtain considerable smoothing benefits while not incurring too long a
startup delay at the client [9].

Fig. 4 shows the allocation using the peak rate BAM and the proposed BAM.
We observe that the peak rate BAM wastes a considerable amount of bandwidth
while the proposed BAM allocates less bandwidth without compromising the
QoS of the video delivered. The reason why the proposed BAM can save a lot of
bandwidth is because the traffic peak rate is in the first half of the movie. Due
to the lack of space, results obtained from analyzing Jurassic Park and Starwars
are not presented here, but we refer the reader to [5] for a detailed explanation.
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Fig. 4. (a) The Silence of the Lambs. (b) MTV.

Fig. 5 quantifies the benefits of our proposed BAM over a peak rate alloca-
tion. The benefits introduced are remarkable since the reduction in bandwidth
requests ranges from 2% (Starwars) to more than 30% (MTV). Starwars yields
little benefit because the peak rate of the smoothed traffic occurs very close to
the end of the video (see [5] for a detailed description).

3.3 Conclusion

In this section we presented the experimental results obtained from analyzing
several video traces. We quantified the bandwidth allocated for both MJPEG
and MPEG videos by the proposed BAM and the peak rate BAM. The proposed
BAM can substantially reduce the required bandwidth for both types of videos
without affecting the QoS. If in the coming years, the cost to the customer is
proportional to the allocated bandwidth, our mechanism will result in a lower
cost for transmitting the same video with the same QoS. Moreover, our BAM
doesn’t require any modification to the proposed premium service architecture.
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Fig. 5. (a) It shows the amount of bandwidth that is possible to save if the proposed
BAM is used in the premium service architecture. (b) It shows the bandwidth utilization
reached by the proposed BAM and the peak rate BAM.

4 Benefits in Delivering Imperfect QoS

In the previous sections we presented a BAM for transmitting perfect QoS real-
time streams such as video and illustrated its benefits over a peak rate BAM.
Although the bandwidth improvement can be substantial, there may be times
when a client may require a further bandwidth reduction while being willing to
tolerate some degradation in the QoS. Hence, in this section we present several
frame dropping mechanisms which, when coupled with our BAM, provides the
client and the server with the capability to tradeoff bandwidth utilization with
the QoS. Imperfect QoS, does not imply unpredictable QoS. Although less than
perfect, the QoS is made known to the client. In fact, the sender and the receiver
must agree on this QoS: the server and the receiver should establish a contract
in which the receiver agrees to receive a defined non-perfect QoS video and the
sender agrees to provide a service with that particular QoS.

Imperfect QoS means that some frames of the video are dropped. If the video
is also smoothed, as recommended, the smoothed traffic presents a slightly im-
perfect QoS video. The client receives a continuous, although imperfect, stream
and continues to play it without halting after dealing with the imperfections
through loss concealment [12]. There are no changes in the BAM presented in
the previous section, because it doesn’t matter if the data, used by the band
function, represents a perfect or a non-perfect QoS.

In [5] we describe an algorithm which minimizes the peak rate of a smoothed
video when the client has a constraint on the number of frames that can be
dropped and the video was encoded using an intra-frame encoding algorithm.
This algorithm relies on the MINFD algorithm developed in [13] that minimizes
the number of frames that have to be dropped if the system has both network
bandwidth and client buffer constraints. The MINFD algorithm has been shown
to be optimal with respect to the minimum number of frames discarded. A
detailed explanation of the MINFD algorithm can be find in [13].

Unfortunately, we are concerned with a different problem: given a specified
QoS (e.g. the number of frames to drop), we are interested in reducing the average
allocated bandwidth and not in minimizing the peak rate of the smoothed video.
For this reason we cannot use the MINFD algorithm. Instead it is necessary
to develop other algorithms that can reduce the amount of bandwidth needed
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for transmitting a video, given a number of frames to drop. We present some
heuristic algorithm for doing this in the next section.

5 Heuristic Algorithms

In this section, we present several heuristic algorithms that further try to reduce
the allocated bandwidth by dropping frames from the video before smoothing
it. As we stated earlier, an imperfect QoS should be used in a scenario where
the server and the client agree on a particular QoS. For instance, the client
could agree to receive video at an imperfect QoS if it could pay less for the same
service (one can think of a distance learning systems, where the QoS of the video
might not be very important). We propose algorithms that discard a certain
number of frames corresponding to the QoS established by the server and the
client (let us denote this number by k) in order to reduce the bandwidth needed
for transmitting the video. We develop separate sets of heuristic algorithms for
MJPEG and MPEG.

5.1 Motion JPEG

Discard Largest Frames (DLF): DLF discards the largest k frames of the
video. This algorithm may discard consecutive frames, which may lead to a poor
quality playback of the video at the receiver side.
Discard Largest Frame with distance λ (DLF(λ)): a variation of the previ-
ous algorithm. The algorithm uses λ as a parameter that indicates the minimum
distance between discarded frames.

Our experiments compare the heuristic algorithms with the mechanism, de-
scribed in [5], which uses MINFD to minimize the bandwidth peak rate. We
use three algorithms: DLF, DLF(2) and DLF(5) on the MJPEG traces, in order
to compute the amount of the reduced bandwidth reached by these algorithms.
Fig. 6 illustrates the bandwidth reduction over a peak rate allocation as a func-
tion of the number of dropped frames. We observe that our algorithms result
in lower bandwidth consumption than MINFD. This is because the mechanism
that uses MINFD minimizes the bandwidth peak rate, whereas our heuristic
algorithms are concerned with reducing the average allocated bandwidth. In all
of the experiments, we observe that discarding a small percentage of frames can
greatly reduce the allocated bandwidth.

In Fig. 6(a), discarding 2% of the frames results in a 16% reduction in the
allocated bandwidth over a peak rate allocation. All three discard policies per-
form similarly with DLF slightly better than DLF(2) which is slightly better
than DLF(5) as a greater percentage of frames are allowed to be discarded.
This is because DLF can discard consecutive frames (in the worst case all of
the discarded frames could be consecutive frames and this could result in poor
playback quality), whereas DLF(2) and DLF(5) cannot. For Sleepless in Seattle
(Fig. 6(b)) the three algorithms produce almost the same results, a reduction
in the allocated bandwidth from 13% (perfect QoS delivered) to 22% (5% of
dropped frames). Readers can refer to [5] for results from analyzing ET and Big.
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Fig. 6. (a) Crocodile Dundee. (b) Sleepless in Seattle.

So far we have focused on the number of dropped frames. Unfortunately there
may not be much correlation between this measure of QoS and what the user
perceives. Hence we focus on a cost function introduced in [13] which attempts to
penalize algorithms that drop neighboring frames. This cost function takes two
aspects in to consideration: the length of a sequence of consecutive discarded
frames and the distance between two adjacent but non-consecutive discarded
frames. This cost function assigns a cost cj to a discarded frame j depending
on whether it belongs to a sequence of consecutive discarded frames or not. If
frame j belongs to a sequence of consecutive discarded frames, the cost is lj , if
the frame j is the lthj consecutively discarded frame in the sequence. Otherwise
the cost is given by 1+1/

√
dj , where dj represents the distance from the previous

discarded frame. More details about this cost function can be found in [13]. We
present the cost achieved by the heuristic algorithm when applied to Sleepless in
Seattle in Fig. 7: DLF performs completely worse that the others, while DLF(2),
DLF(5) and MINFD achieve very similar results.
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Fig. 7. Reduced bandwidth in function of the cost. (b) An enlargement of (a).

Based on this cost function, DLF is not worth using because its cost is too
high and because its performance is almost like that of DLF(2) and DLF(5).
These two algorithms have very similar values both for the cost and for the
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reduced bandwidth. Since DLF(2) results in a greater bandwidth reduction, it
is preferred to DLF(5).

5.2 MPEG

In the previous section we proposed some heuristic algorithms for MJPEG video.
Since the MPEG encoding differs from the MJPEG encoding, we cannot use the
previous algorithms for MPEG video. For this reason, in this section, we present
some heuristic algorithms specifically designed for MPEG video. In a MPEG
video, the frames don’t have the same importance as some frames depend on
other frames. We use MPEG videos organized in Groups Of Picture (GOP) with
a size of 12 frames. MPEG can use three types of frames: I, P and B. The GOP
is composed as: IB1B2P1B3B4P2B5B6P3B7B8. To decode a B frame, both the
previous and future I or P frames are needed. To decode a P frame the previous
P or I frame is needed. An I frame can be decoded without the use of any other
frames. Thus, the discard of an I frame results in the discard of 14 frames (the
entire GOP plus the two B frames of the previous GOP that depend on the I
frame), the discard of a P1 frame results in the discard of 11 frames, the discard
of a P2 frame results in the discard of 8 frames, and the discard of a P3 frame
results in the discard of 5 frames. Only the discard of a B frame results in no
additional frame discard. Based on these dependencies we propose the following
algorithms:
Drop I Frame (DIF): DIF drops the largest GOPs (plus the two B frames
preceding the I frame) of the video. If L is the maximum number of GOPs that
can be discarded, the algorithm discards the L largest GOPs of the video. Hence,
if k is the maximum number of frames that can be dropped, L = k/14.
DIF(λ): a variation of the previous algorithm. The algorithm uses λ as a param-
eter that indicates the minimum distance (in GOP) between discarded GOPs.
Discard First P Frame (DFPF): DFPF discards the largest groups of frames
that depend on the P1 frame (i.e. 11 frames). Again, if L is the maximum num-
ber of these P1 group that can be discarded, the algorithm discards the L largest
P1 groups. In this case L = k/11.
Discard Second P Frame (DSPF): DSPF discards the largest group of frames
that depend on the P2 frame. Hence, L = k/8.
Discard Third P Frame (DTPF): DTPF discards the largest group of frames
that depend on the P3 frame. Hence, L = k/5.
Discard B Frame (DBF): DBF discards only the B frames of the video. The
algorithm orders the B frames and discards the largest L frames. (L = k).

In our experiments we use DIF, DIF(2), DIF(5), DFPF, DSPF, DTPF and
DBF in order to compute the amount of reduced bandwidth achieved by these
algorithms. Fig. 8 illustrates the bandwidth reduction over a peak rate allocation
as a function of dropped frames. We observe that discarding a small percentage
of frames can greatly reduce the allocated bandwidth.

In Fig. 8(a) (The Silence of the Lambs), DIF and DFPF achieve great results
since a drop of 5% of the video results in reducing the bandwidth by 58%. Note
that a drop of 1% allows a bandwidth saving of up 42%. In Fig. 8(b) (Jurassic
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Park), a drop of 1% of the video results in a bandwidth reduction of 16%. DIF
and DFPF result in a bandwidth saving of 24% when 5% of the video is dropped.
With Starwars a drop of 1% of the video allows a bandwidth saving of 7% and
a drop of 5% of the video results in a bandwidth reduction of 22% (using DIF).
With (MTV), once again, our heuristic algorithms allow a bandwidth saving of
48% when 5% of the video is dropped and a drop of 1% of the video results in a
bandwidth reduction of 43%. For a detailed description readers can refer to [5].
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Fig. 8. (a) The Silence of the Lambs. (b) Jurassic Park.

6 Conclusions

In this paper we presented a new BAM that can be used in the premium service
architecture introduced in [8] to handle real-time variable bit rate streams over
the Internet. We developed it in order to increase the bandwidth utilization for a
stream under the premium service architecture. Our BAM is easily implemented
in the premium service architecture, as it doesn’t require any architectural mod-
ification. We show, through several experiments, that its use can greatly reduce
the allocated bandwidth for transmitting the same traffic with the same QoS
and the same guarantee. The experiments show that our BAM can reduce by up
to 30% of the bandwidth needed for transmitting the video.

We showed further benefits possible by sending slightly imperfect QoS video.
We developed some heuristic algorithms that can be used to drop frames in order
to minimize the bandwidth consumption. All of the experiments presented in this
paper show that the use of our algorithms can possibly lead to a great reduction
in bandwidth while dropping very few frames. For instance, it is possible to save
up to the 43% of the bandwidth dropping only the 1% of the video for MTV;
up to 42% dropping 1% of The Silence of the Lambs.

Since bandwidth is a precious resource, we believe that the proposed mecha-
nisms may be very useful both for the server and the client. The client could be
happy to pay less for the same service or for a slightly imperfect service and the
server could be happy because reducing the bandwidth needed for one service
could mean making bandwidth available for others services.



494 M. Furini and D. Towsley

Our study has assumed knowledge of the bandwidth characteristics of the
video stream. This is reasonable in the case of stored video. We are investigating
the problem of handling video streams that are generated on-line in order to
remove this constraint. Further, we are studying how to modify our BAM in order
to introduce interactive controls (like the VCR functions) in the mechanism.
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