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Abstract. The paper addresses the issue of reserving resources at ATM 
switches along the path of calls requiring a deterministic bound on end-to-end 
delay. The switches are assumed to schedule outgoing packets using the 
Packet-by-Packet Generalized Processor Sharing (PGPS) scheduling discipline. 
We propose an algorithm for call admission control (CAC), and present the 
simulation results used to evaluate the performance of the resource division 
policies used for mapping the end-to-end delay requirement into service rates to 
be reserved at each switch. The simulation results also show the performance 
gain when a simple resource-based routing algorithm is used. 

1 Introduction 

One of the main promises of ATM networks is to provide users with Quality-of-
Service (QoS) guarantees, such as Cell Transfer Delay (CTD) and Cell Loss Ratio 
(CLR). Handling the variety in QoS requirements of different applications requires 
the network to use a mechanism for serving packets from different applications 
according to their contracted QoS level. Many packet-scheduling disciplines have 
been proposed in the literature to implement such mechanisms (see [4], [8], [9]). Each 
scheduling discipline requires algorithms for performing call admission control 
(CAC) and resource reservation. In this paper, we propose such algorithms for the 
case of PGPS service discipline and calls requiring a hard (deterministic) bound on 
end-to-end delay. The paper addresses the following problems: 
1. How to map the end-to-end delay requirement of a call into a local resource 

requirement to be reserved at each switch along the call’s path? 
2. How to divide the resource requirement among the schedulers on the call’s path? 

That is, a simple even division policy would be to reserve the same amount of 
resources at all schedulers. However, it may be more efficient to use a policy that 
takes schedulers capacities and/or loading into account. 

3. How much gain (if any) would be obtained from applying non-even resource 
division policies? What are the factors controlling the gain value? 

The following terms will be used throughout the paper: 
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1. Resource load on a switch: It represents the amount of reserved resources at a 
switch to satisfy the guaranteed QoS of accepted calls. This value depends on the 
calls’ traffic characteristics and the QoS level requested by each call. For PGPS, 
this is expressed in bit rate units (e.g. bps) 

2. Call load: It represents the arrival rate and the holding time of incoming calls 
without regard to their resource load. The call load is measured in Erlangs. 

The rest of this paper is organized as follows: section 2 gives an overview of the 
delay formulas associated with PGPS scheduling. Section 3 presents the proposed 
CAC algorithm, and the associated non-even resource division policies. Section 4 
presents the simulation results of applying the proposed algorithms to several network 
models. Section 5 presents the simulation results showing the performance 
enhancement resulting from the use of resource-based routing.  Section 6 concludes 
the paper. 

2 PGPS Scheduling Discipline 

2.1 Delay Formulas 

Generalized Processor Sharing (GPS) (see [6]) is an ideal and non-realizable 
scheduling discipline that serves packets as if they are in separate logical queues, 
visiting each nonempty queue in turn and serving an infinitesimally small amount of 
data from each queue. Connections can be associated with service weights, and they 
receive service in proportion to this weight whenever they have data in the queue. 
PGPS scheduling (see [8]) closely approximates GPS by serving packets in ascending 
order of the service tags assigned to them. The service tags are computed as the finish 
times of those packets had a GPS scheduler having the same capacity and the same 
input traffic served them. 

This paper builds on the work done in [1], [5], and [8] where it was shown that if a 
call (f) traverses a path of Kf PGPS schedulers and has traffic characteristics 
conforming to a leaky bucket with a maximum burst size of ( σ f ) bits and a long term 
average rate of ( ρ f ) bps, then an upper bound on the end-to-end delay is guaranteed 

for each ATM cell from call (f) by reserving a certain service rate at each switch 
along the call’s path. The upper bound ( D f ) is given by: 
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where: 
g j

f = The service rate reserved for call (f) at switch (j), gming j
f

K,j
f

f ][1∈
= , 

   1 CL, jjj,jjj =βτ+β=α + , L= Length of the ATM cell (424 bits). 

τ +1j,j = The propagation delay on the link from switch (j) to switch (j+1) 

C j = The data rate of the link following switch (j) in bps. We will denote C j  as the 
switch capacity. 
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The above inequality is only valid when the following conditions are met at each 
switch (j), j∈ [1, Kf]. 

1-The scheduler stability condition, which requires that: 

C j
N

k
k ≤∑ρ

=1
. (2) 

where N is the number of accepted calls at switch (j). 
The stability condition is necessary for all scheduling disciplines and is not specific 

to PGPS scheduling. 
2-The schedulability condition for PGPS schedulers, which requires that: 

Cg j
N
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where N is the number of accepted calls at switch (j). 

2.2 The Condition of Local Stability 

A call (f) is said to be locally stable at a switch (j) if 
ρ≥ f

j
fg

 
. (4) 

The local stability condition is not required for each call passing by a given switch 
if all the calls passing by this switch have a leaky-bucket constrained traffic. 
However, if some call is not, then (4) must hold true for all accepted calls. Therefore, 
the local stability condition is not necessary if the network operator uses leaky bucket 
traffic shapers for all the network’s ingress traffic. 

The implementation of the proposed resource division algorithms depends on 
whether local stability is imposed or not. For shortness, we will only consider the case 
in which all traffic is leaky-bucket shaped and, thus, the local stability condition need 
not be imposed when reserving rates for new calls. 

The other case where this condition must be applied to all calls requires a 
modification of the algorithms presented in this paper and has been addressed in [2].  

3 CAC Algorithm and Resource Division Policies 

3.1 CAC Algorithm 

The proposed CAC algorithm uses equations (1)-(3) to determine whether to accept 
or reject a new call. It operates as follows: 

The first test compares the value of the end-to-end delay ( D f ) requested by the 
incoming call with the value of the total transmission and propagation delay along the 
call’s path. If the value of the required end-to-end delay is smaller, the call is rejected. 
The next test is to verify that the value of the required end-to-end delay of the 
incoming call is not less than the minimum end-to-end delay bound that the network 
can guarantee to the incoming call. This minimum value ( D*

f ) is obtained from (1) 
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with each switch along the call’s path reserving a service rate equal to its remaining 
capacity. We define the remaining capacity of a PGPS scheduler (j) prior to the 
acceptance of call (f) as: 
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where Nf is the number of accepted calls prior to the acceptance of call (f). We denote 
the minimum remaining capacity along the path of call (f) prior to accepting it  by Rf. 

On passing the previous tests successfully, a division policy is used to map the 

required end-to-end delay into a local resource requirement { g j
f } to be reserved at 

each switch. Different division policies are discussed in the next section. 
Finally a test is made to verify that the conditions in (2) and (3) hold true for all 

schedulers on the call path. If local stability is imposed, then the local stability 
condition in (4) must also hold true. If all conditions are met, the call is accepted 

3.2 Resource Division Policies 

Even policy (EVEN). The reserved rates are the same at all schedulers, i.e.  
][1 K,igg ff

i
f ∈∀=
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Substituting in (1), after converting it to an equality to reserve the least amount of 
resources required for meeting the delay bound of call (f), we get: 
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Capacity proportional policy (CP). The reserved rate at a certain switch is 
proportional to the switch capacity, i.e. 
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where η f = Constant for the path and call (f) parameters. 

Substituting in (1), after converting it to an equality to reserve the least amount of 
resources required to meet the delay bound and solving for η f , we get: 
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where CminC j

j
= . 

Remaining capacity proportional policy (RCP). The reserved rate at a certain 
switch is proportional to the remaining capacity of the switch i.e. 

][1 K,iRg f
i
ff

i
f ∈∀η= . (10) 
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where η f = Constant for the path and call (f) parameters as long as no other calls are 

accepted at any of the schedulers along the call path’s during call setup phase. 
Substituting in (1) after converting it to an equality to reserve the least amount of 
resources required for meeting the delay bound and solving for η f , we get: 
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Note that computing the rate to be reserved at each switch using the above division 
policies may result in a case in which the rate computed from equations (7) or (9) is 

greater than the remaining capacity at one or more schedulers, i.e. Rg n
f

n
f ≥  for some 

][1 K,n f∈ . We denote such schedulers as resource-limited schedulers. 

It can be shown [1] that using the RCP policy in conjunction with the proposed 
CAC algorithm guarantees the absence of resource-limited schedulers when accepting 
a new call. Thus, this case is only present with EVEN and CP policies. There are two 
approaches for handling the existence of resource-limited schedulers on accepting a 
new call: 

a. Use an algorithm that reserves all of the remaining capacity (i.e. Rg i
f

i
f = ) at 

such schedulers and then redistributes the rest of the delay requirement on 
other schedulers using (7), or (9). 

b. Reject the incoming call. 
The first approach seems to be more efficient. However, it requires more state 

information to be exchanged among the switches and also requires more 
computations to be made by the CAC algorithm. The presented simulations results are 
mainly based on the second approach (simply rejecting the new call). Reference [2] 
presents the simulation results when using the first approach. 

4 Simulation Results 

We have simulated the operation of the proposed CAC algorithm and the associated 
resource-division policies on several network models. The simulation consisted of 
generating a number of calls according to a Poission distribution with an average 
arrival rate of λ, and a holding time that is exponentially distributed with a mean of 
1/µ. The value ρ=λ/µ characterizes the call load offered to the model. 

The main objective is to compare the blocking probabilities of different division 
policies. An estimate of the blocking probability is computed as the number of 
blocked calls divided by the total number of generated calls. We simulated the 
following configurations of link capacities for each network model: 

1-Configuration (A): In this configuration, all links have the same capacity. 
Therefore, the results for the EVEN and CP policies are always the same. 
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2-Configuration (B): In this configuration, link capacities are chosen in proportion 
to the expected call load. 

3-Configuration (C): In this configuration, link capacities are chosen in inverse 
proportion to the expected call load. It may be argued that this assignment of 
capacities is not typical for a properly planned network. However, we argue that there 
are two reasons leading to the importance of studying such configuration:  

a. It may be difficult at the time of initial network planning to determine the 
actual load distribution pattern on the network. Furthermore, as the network 
evolves in terms of the number of nodes and the number of users, the actual 
load distribution pattern may deviate largely from the expected one. Hence, 
this configuration provides a ”worst-case” condition of network planning. 

b. The network may consist of several sub-networks, which are owned by 
multiple organizations, and consequently it becomes difficult to put a link 
capacity configuration for the whole network. 

For brevity, we only consider the case in which resources are reserved in only one 
direction of the call (from calling party to called party). This is typical of real-time 
broadcast applications. The results of the more general case, in which resources are 
reserved in the two directions of the call has yielded similar results [2]. 

We start by introducing a relatively simple network model and simple traffic 
characteristics to allow us to explain the simulation results qualitatively. We then 
move to a more sophisticated network model in which we offer calls with more 
realistic traffic characteristics and delay requirements. 

4.1 Model 1: Merge-Split Network 

In this model (see Fig. 1), calling group 1 and calling group 2 initiate calls to called 
group 1 and called group 2 respectively. Generated calls are distributed equally 
between calling group 1 and calling group 2. 
 

 

The network topology suggests that non-even division policies can introduce an 
improvement in the blocking probability by putting more resource load on the four 
branching links (A⇔D, B⇔D, E⇔F, E⇔G) and thus increasing the number of calls 
that can be served by the bottleneck link D⇔E.  
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In the absence of local stability, the number of calls that a switch can accept is 
limited by the minimum of the two bounds given by inequalities (3) and (4). 
However, only the scheduler stability bound limits the number of accepted calls at a 
switch when the reserved rates of accepted calls are lower than their average rates. 
We need to remove the switch stability bound when comparing the performance of 
different policies because they differ from each other in the reserved rate values. We 
do this by setting the average rate of incoming calls to zero whenever the reserved 
rate values for these calls are lower than the average rate used in simulations (32 
Kbps). Those cases will be marked by (*) in the simulation results. 

For a better interpretation of the simulation outcome, the results show the average 
allocated rate at each switch, which is computed as the sum of rates reserved to all the 
accepted calls at the switch in a simulation run divided by their number. 

The call load distribution for a total offered call load of (ρ) is as follows: 
Call load on link D⇔E= ρ 
Call load on links A⇔D, E⇔G= call load from calling group 1= ρ/2 
Call load on links B⇔D, E⇔F= call load from calling group 2= ρ/2 

The results show different values of the blocking probability corresponding to the 
source traffic burst size in ATM cells. The average allocated rate at each switch is in 
Kbps units. Simulation parameters are as follows: 

 
Generated calls per simulation run = 100000 Access speed = 128 Kbps 

Source average rate = 32 Kbps Call load (ρ)= 100 Erlangs 
Required delay bound = 100msec   

Configuration (A). Here we take, C1 = C2 = C= 1.5 Mbps 

Table 1. Simulation results for configuration (A) of model 1 

Burst Size EVEN/CP RCP 
 Blocking Av. allocated rate Blocking Av. allocated rate 

    D1 A1 , E1 B1 , E2 
1* 0.06872 14.8 <10-5 11.16 17.91 17.83 
5 0.57815 34.55 0.55986 33.16 64.63 64.27 

10 0.75385 59.23 0.75534 59.23 114.54 112.99 
20 0.87078 108.58 0.87003 109.71 210.35 208.46 

 
 
This configuration shows that RCP can provide an improvement over the EVEN 

policy. RCP allocates the rates in inverse proportion to the call load, i.e. the rate 
reserved on link D⇔E is approximately half the rate allocated on the branching links. 
The results show that RCP gives a lower blocking probability than EVEN for smaller 
burst sizes, however, the RCP improvement over EVEN diminishes with the increase 
in burst size. 
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Configuration (B). Here we take, C1 = C= 1 Mbps, C2 = 2C 

Table 2. Simulation results for configuration (B) of model 1 

Burst 
Size 

EVEN CP RCP 

 Blocking Av. Allocated 
rate 

Blocking Av. allocated 
rate 

Blocking Av. allocated 
rate 

    A1,B1,
E1,E2 

D1  A1,B1,
E1,E2 

D1 

1* 0.00348 14.8 0.23019 12.3 24.7 0.00205 14.4 16.8 
5 0.45772 34.6 0.69169 32.2 64.3 0.56713 43.1 44.8 

10 0.68772 59.4 0.83234 56.9 113.8 0.74368 73.3 75.7 
20 0.82455 108.9 0.91053 106.4 212.8 0.85997 1131.2 136.3 

 
The results show that the blocking probability of CP policy is higher than those of 

EVEN and RCP policies. This is because CP allocates a higher rate on the higher 
capacity and more loaded switch D1. This implies that CP defeats the main objective 
of proper network planning, which is to provide higher capacity to the more loaded 
links. We conclude that if a network is planned such that the capacity of each link is 
proportional to the expected call load offered to it, then CP policy should not be used. 

Configuration (C). Here we take, C1 =2C, C2 = C=1 Mbps 

Table 3. Simulation results for configuration (C) of model 1 

Burst 
Size 

EVEN CP RCP 

 Blocking Av. allocated 
rate 

Blocking Av. allocated 
rate 

Blocking Av. allocated 
rate 

    A1,B1,E1

,E2 
D1  A1,B1, 

E1,E2 
D1 

1* 0.34602 14.8 0.06872 19.7 9.9 0.00032 26.5 8.0 

5* 0.72378 34.6 0.67203 59.2 29.6 0.66369 110.6 28.9 

10 0.83959 59.2 0.81855 108.6 54.3 0.82808 202.6 54.0 

20 0.91053 108.6 0.91053 103.7 207.3 0.91265 362.2 104.7 

 
 
The results show that CP/RCP performance is much better than EVEN policy. Yet, 

the performance gain decreases with the increase in burst size. We conclude that 
applying CP/RCP can prove useful in networks where actual call load pattern is 
drastically different from the anticipated one. 
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4.2 Model 2: Full Mesh 4-Nodes Network 

In this section, a more sophisticated network model (see Fig. 2) is used. More realistic 
values of traffic characteristics are used in each simulation run. We also take the 
server stability limit into account, i.e. we don’t set the source’s average rate to zero 
when this rate is less than its reserved rate. In this model, calling group 1 and calling 
group 2 initiate calls to called group 1 and called group 2, respectively. 

 

Generated calls are distributed equally between calling group 1 and calling group 
2. Incoming calls from a calling group have five possible paths to the corresponding 
called group. The path of an incoming call is chosen at random from one of the five 
possible paths (i.e. random routing). Fig. 3 shows the call load pattern when using 
random routing. 

The call load will be changed for each simulation run to keep the blocking 
probability in the order of 10-3-10-5. The offered traffic characteristic is selected as 
follows [3]: 

Average rate (r)= 10m Kbps, m is uniformly distributed on [0,3] 
Burst size = y * r kbit, y is uniformly distributed on [0.5, 1.3] 
Delay bound = 50*10 s msec, s is uniformly distributed on [0, 1.52] 
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This range of generated traffic patterns include a typical MPEG video source with 
average rate = 518.4 kbps, and burst size = 576 kbit. It also includes a typical 
packetized voice source with average rate = 10 kbps, and burst size = 8 kbit. Link 
capacities are chosen from the standard Plesiochronous Digital Hierarchy (PDH) and 
Synchronous Digital Hierarchy (SDH) values. Access speed is chosen to be 6 Mbps, 
which is typical of ADSL (Asymmetric Digital Subscriber Line) units. The number of 
generated calls per simulation run is 100,000. 

Configuration (A). Here we take the capacity of all links = C= 45 Mbps (T3) 

Table 4. Simulation results for configuration (A) of model 2 

Call load  Blocking 
 EVEN/CP RCP 

400 0.00017 0.00238 
420 0.00086 0.00462 
440 0.00098 0.00913 
460 0.00277 0.01284 
480 0.00381 0.01923 
500 0.00465 0.02435 

Configuration (B). Here we assign capacities in proportion to the call load shown in 
Fig. 3. We will not be able to strictly apply the rule at all links because some links, 
such as link A⇔C have different call loads in the reverse and forward directions and 
since we are assuming all the links to be symmetric (i.e. same capacity in the forward 
and backward paths), we will assign those links a capacity that is proportional to the 
higher call load. We thus have the following link capacity configuration: 

A⇔B= A⇔C= C⇔D= D⇔B=C, and C⇔B= A⇔D=4C (instead of 2C to match the 
speed factor used in PDH). , C = 8.448 Mbps (E2) 

Table 5. Simulation results for configuration (B) of model 2 

Call load  Blocking 
 EVEN CP RCP 

60 0.00054 0.00701 0.00115 
80 0.00152 0.0148 0.00458 

100 0.00478 0.03004 0.01141 
120 0.00908 0.03835 0.02023 
140 0.01356 0.05069 0.03313 
160 0.01871 0.06644 0.04655 
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Configuration (C). Here we assign capacities in inverse proportion to the call load 
shown in Fig. 3. We thus have the following link capacity configuration: A⇔B= 
A⇔C= C⇔D= D⇔B= 4C, and C⇔B= A⇔D= C, C=8.448 Mbps (E2) 

Table 6. Simulation results for configuration (C) of model 2 

Call load Blocking 
 EVEN CP RCP 

20 0.00006 0.00006 0.00006 
40 0.00107 0.00107 0.00157 
60 0.00686 0.00588 0.00974 
80 0.01501 0.01452 0.02149 

100 0.02473 0.02379 0.03505 
120 0.03596 0.03533 0.05169 

5 Enhancing Call Blocking Probability   
       with Resource-based Routing 

This section presents the simulation results of model 2 when applying Resource-
based routing in which the call path is selected as the least loaded path among the 
possible paths between the communicating parties. Except for configuration (A), 
where the number of generated calls per simulation run was taken to be 500,000 to 
allow accurate simulation of higher arrival rates associated with higher loads, all other 
parameters are the same as those of random routing simulations. 
Configuration (A). 
 

Table 7. Simulation results for configuration (A) of model 2, with resource-based 
routing 

Call load Blocking 
 EVEN/CP RCP 

780 0.000362 0.001382 
800 0.0005 0.002508 
820 0.000914 0.003128 
840 0.00159 0.004544 
860 0.00256 0.007326 

 
 

Comparing tables 7,8, and 9 with tables 4,5, and 6, respectively shows the significant 
improvement introduced by the proposed resource-based routing. Note that 
comparable blocking probability values are achieved with much higher load values 
with resource-based routing. 
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Configuration (B). 

Table 8. Simulation results for configuration (B) of model 2, with resource-based 
routing 

Call load Blocking 
 EVEN CP RCP 

160 0.00003 0.03436 0.00006 
180 0.00011 0.04173 0.00065 
200 0.00029 0.05208 0.00162 
220 0.00125 0.06039 0.00344 
240 0.00251 0.06805 0.00688 

 
Configuration (C). 

Table 9. Simulation results for configuration (C) of model 2, with resource-based 
routing 

Call load Blocking 
 EVEN CP RCP 

300 0.00002 0.00014 0.00001 
320 0.00011 0.00057 0.00018 
340 0.00067 0.00075 0.00075 
360 0.00123 0.00271 0.00168 
380 0.00295 0.00373 0.00331 

6 Conclusions 

We have studied resource allocation policies for ATM networks employing PGPS 
scheduling. We have addressed the problem of local mapping of end-to-end delay 
requirement into a local rate to be reserved at each switch along the path of an 
incoming call. Our findings can be summarized as follows: 

1-For a network in which higher capacities are assigned to the links handling more 
call load, the CP policy is very inefficient because it allocates higher rates on those 
links. Furthermore, with larger burst sizes, CP cannot allocate smaller rates on lower 
capacity links and thus results in higher blocking. 

2-In [7], it is argued that load imbalances can be viewed as resource imbalances, 
i.e., the node with a higher load may be thought of as a node with a load identical to 
other nodes but with smaller amounts of physical resources. Simulation results have 
revealed a flaw with the above statement. The imbalance in physical resources does 
not have the same effect as that of load imbalance because physical imbalance is a 
static effect, while load imbalance is a dynamic effect that depends on the network 
state. This explains why the amount of CP improvement (or deterioration) does not 
change with the offered call load while RCP does. This means that RCP can be better 
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than EVEN for some value of call load and worse for another one. Thus, measuring 
RCP performance must be done at the expected call load ”operating point”. 

3-Non-even division of end-to-end QoS (for PGPS or any other scheduling 
discipline) results in unfairness among network paths as it increases the number of 
acceptable calls on a certain path at the expense of the other intersecting paths. This 
means that when a non-even division policy achieves a lower overall blocking 
probability than that for EVEN policy, it comes as a result of reducing the blocking 
probability of some paths, while increasing it for other paths but with less amount. 
This is in contrast to routing, which works to select the path with minimum loading 
and may be configured to aim at equalizing the call load among the different paths. 
Therefore, we suggest the use of EVEN policy for topologies with many intersecting 
paths (e.g. model 2), and the use of RCP for simpler topologies (e.g. model 1) with 
small number of intersecting paths. For the particular case of using PGPS scheduling, 
the improvement over EVEN policy diminishes with the increase in burst size and 
increases with the increase in the delay bound. 

4-The use of resource-based routing greatly enhances the performance of all 
policies. This is achieved at the expense of having to employ a link-state protocol for 
distributing schedulers remaining capacity and an algorithm for determining the least 
loaded path. This may result in longer call-setup times. 
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