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Abstract. In video streaming applications, people usually rely on the
traditional VCR functionalities to reach segments of interest. However,
in many situations, the focus of the people are particular objects. Video
object (VO) hyper-linking, i.e., the creation of non-sequential links be-
tween video segments where an object of interest appears, constitutes
a highly desirable browsing feature that extends the traditional video
structure representation. In this paper we present an approach for VO
hyper-linking generation based on video structuring, definition of objects
of interest, and automatic object localization in the video structure. We
also discussed its use in a video streaming platform to provide object-
based VCR functionalities.

1 Introduction

Due to the vast amount of video contents, effective video browsing and retrieval
tools are critical for the success of multimedia applications. In current video
streaming applications, people usually rely on VCR functionalities (fast-forward,
fast-backward, and random-access) to access segments of video of interest. How-
ever, in many situations, the ultimate level of desired access is the object. For
browsing, people may like to jump to the next object of interest or fast-forward
but only display those scenes involving the object of interest. For retrieval, users
may like to find an object in a sequence, or to find a video sequence containing
certain video objects. The development of such non-sequential, content-based
access tools has a direct impact on digital libraries, amateur and professional
content-generation, and media delivery applications [8].

VO hyper-linking constitutes a desirable feature that extends the traditional
video structure representation, and some schemes for their generation have been
recently proposed [5], [2], [13]. Such approaches follow a segmentation and re-
gion matching paradigm, based on (1) the extration of salient regions (in terms
of color, motion or depth) from each scene depicted in a video shot, (2) the
representation of such regions by a set of features, and (3) the search for cor-
respondences among region features in all the shots that compose a video clip.
In particular, the work in [2] generates hyper-links for moving objects, and the
work in [13] does so for depth-layered regions in stereoscopic video. In [9], face



detection algorithms [15] were used to generate video hyper-links of faces. How-
ever, in spite of the current progress [12], automatic segmentation of arbitrary
objects continues to be an open problem.

In this paper, we present an approach for VO hyper-linking generation, and
discuss its application for video streaming with object-based VCR functional-
ities. After video structure creation, hyper-links are generated by object def-
inition, and automatic object localization in the video structure. The object
localization algorithm first extracts parametric and non-parametric color mod-
els of the object, and then searches in a configuration space for the instance
that is the most similar to the object model, allowing for detection of non-rigid
objects in presence of partial occlusion, and camera motion. As part of a video
streaming platform, users can define objects, and then fast-forward, fast-reverse,
or random-access based on the object defined.

The paper is organized as follows. Section 2 discusses the VO hyper-linking
generation approach. Results are described in Section 3. Section 4 describes a
streaming video platform with support for object-based VCR functionalities.
Section 5 provides some concluding remarks.

2 VO hyper-link generation

2.1 Video structure generation

A summarized video structure or Table of Contents (TOC) (Fig. 1), consisting
of representative frames extracted from video, cluster, shot, and subshot levels,
is generated with the algorithms described in [6]. The TOC reduces the number
of frames where the object of interest will be searched to a manageable num-
ber. Users can specify objects of interest to generate hyper-links, by drawing a
bounding box on any representative frame.

Fig. 1. Video Tree Structure. The root, intermediate, and column leaf nodes of the
tree represent the video clip, the clusters, and the shots, respectively. Each image on a
column leaf corresponds to frames extracted from each subshot.



2.2 Object localization as deterministic search

Object localization constitutes a fundamental problem in computer vision [15],
[10], [18], [16], [3]. In pattern theory terms [7], [16], given a template (the image
of an object) I(x) with support D C R?, any other image I(x) that contains the
object (with support D C R?) can be considered as generated from the template
I by a transformation Tx of the template into the image,

I(x) = I(Tx(x)),x € D, (1)

where T'x is parameterized by X over a configuration space X. In practice,
Eq. 1 becomes only an approximation, due to modeling errors, noise, etc. In a
deterministic formulation, localizing the template in a scene consists of finding
the configuration X € X’ that minimizes a similarity measure d(-),

X = arg min dx = arg min d(I(Tx (x), I(x)). (2)

We represent the outlines of objects by bounding boxes, and restrict the
configuration space X to a quantized subspace of the planar affine transforma-
tion space, with three degrees of freedom that model translation and scaling.
While far from representing complex object shapes and motions, the simplified
X is useful to locate targets. The interior of an object could be approximately
transformed by pixel interpolation using the scale parameter. Alternatively, one
can define a similarity measure that depends not directly on the images, but on
image representations that are both translation and scale invariant, so

X = arg win d(/(I(Tx (), f(1(:))). (3)

With this formulation, the issues to define are f, d, the search strategy, and
a mechanism to declare when the objects is not present in the scene.

2.3 Reducing the search space with color likelihood ratios

Pixel-wise classification based on parametric models of object/background color
distributions has been used for image segmentation [1] and tracking [14]. We
use such representation to guide the search process. In the representative frames
from which the object is to be searched, let y represent an observed color feature
vector for a given pixel x. Given a single foreground object, the distribution of
y for such frame is a mixture

plO) = > p(O)p(yl0:,6:), (4)

i€{F,B}

where F' and B stand for foreground and background, p(O;) is the prior
probability of pixel x belonging to object O; (>, p(O;) = 1), and p(y|O;, 0;) is
the conditional pdf of observations given object O;, parameterized by 60; (O =
{6;}). Each conditional pdf is in turn modeled with a Gaussian mixture [11],



p(y[O0;,0;) = Zp(w»p(yle,%), (5)

where p(w;) denotes the prior probability of the j-th component, and the
conditional p(y|w;,0;;) = N(uij, Xi;) is a multivariate Gaussian with full co-
variance matrix. In absence of prior knowledge p(Or) = p(Op), and Bayesian
decision theory establishes that each pixel can be optimally associated (in the
MAP sense) to foreground or background by evaluating the likelihood ratio

p(y|Or,0r) ¥ 1 (6)
p(y05.05) f,

The likelihood functions are on-line estimated using the Expectation- Maxi-
mization (EM) algorithm, the standard procedure for Maximum Likelihood pa-
rameter estimation [11]. Additionally, model selection is automatically estimated
using the Minimum Description Length (MDL) principle.

RGB models are estimated when a new object is defined, and then applied
to the set of representative frames in the video summary. An example is shown
in Fig. 2. Only those pixels whose colors match the object color distribution
are chosen as candidate search configurations. Finally, as the background color
distribution is likely to change from shot to shot (possibly rendering low values
for p(y|Op,0B)) probabilities are thresholded to ensure that candidate configu-
rations truly correspond to object colors.

Fig. 2. Extraction of candidate configurations. Dancing Girls sequence. (a) Frames
extracted from the video clips (the object has been defined by a bounding box). (b)
Log-likelihood ratio image for learned foreground and background color models. Lighter
gray tones indicate higher probability of a pixel to belong to the object. (c¢) Binarized
image after decision. White regions will be used to generate candidate configurations.



2.4 Localization using Bhattacharyya coefficient

We use the color pdf of the interior of the configuration X € X as the function
f() in Eq. 3. Let f(I) and f(Ix) denote the color pdfs of the object and the
configuration X, respectively. As discussed in [4], measuring similarity among
two distributions can be defined as maximizing the Bayes error associated with
them. The Bhattacharyya coefficient is a measure related to the Bayes error
defined by

px = (D). 1(0x)) = [ (FTG0) (L () 2 (1)
and can be used to define a metric
dx = (1= p(f(D), f(Ix))'/? (8)

when the pdfs f(-) are represented by discrete densities f (). The discrete
pdfs for model and candidate configuration are directly estimated by normaliz-
ing color histograms (3-D RGB, 8 x 8 x 8 bins). Except for quantization effects,
this color discrete density estimate is translation and scale invariant, unlike other
representations, like color coocurrence histograms [3], which are translation in-
variant but not scale-invariant.

In the search, the translation component is quantized by a factor of 4 in each
direction, and the scaling component is quantized to 5 different scales ranging
between 0.5 and 2. If a whole QSIF image was to be searched, the number
possible configurations would be 6600. We only search those positions with high
likelihood as indicated in white regions in Fig. 2(c). Finally, the decision on the
presence of the object is based on thresholding of the Bhattacharyya coefficient.

2.5 Video hyper-link generation

Hyper-links are constructed based on object detection/absence for each shot. If
links are desired to the subshot level, the described object localization has to be
applied on each of the leave frames in the TOC. Video browsing will occur by
displaying the subshots for which the object was localized. Alternatively, hyper-
links could be required only at higher levels of the hierarchy (shot, cluster). In
that case, the object localization algorithm processes subshot frame leaves until
it detects an object, and then jumps to the next shot or cluster, thus requiring
less processing in average.

3 Results

Fig. 3 illustrates the results obtained in the Girls video, captured with a moving
hand-held camera. One can observe that the algorithm has been able to detect
the user-specified objects correctly, in presence of partial occlusion and change
of size. Another detection example is shown in Fig. 4. We observe that detection
of the object of interest has been correct, but also regions whose features can



not be discriminated are incorrectly labeled as object (false positives), and also
the model might not discriminative enough, so multiple good matches occur.
These results are obviously preliminary. Several issues are currently under study
for object localization improvement, including the use of illumination-invariant
object color models, the use of additional features, and the definition of a decision
mechanism based on probability models of positive and negative examples.

Hyper-links are created, and the leaves in the TOC that contain the object
are highlighted in the GUI, as shown in Fig. 5, allowing for fast browsing in
the video structure besides the capability for video playing. The computational
complexity is dependent on object size. In the current implementation without
any optimization, it takes five seconds to search among 3000 configurations per
QSIF image, on a Pentium III, 600 MHz PC. By off-line generation of the main
objects in a video clip, the system can provide real time object-based browsing
capabilities.

4 A streaming video system supporting Table of Contents
and object-based VCR functionalities

A block diagram of a streaming video system is shown in Fig. 6. The system has
a typical Server/Client structure. The video sequences are encoded in MPEG-4
and stored in the server with the associated metadata files. The system supports
the conventional VCR functionalities such as Play, Pause, Random Access, Step
Forward, Fast Forward, and Fast Reverse, plus the video TOC. The VCR func-
tionalities are implemented as discussed in [10]. For simple implementation, we
use I-pictures for random access, fast-forward, and fast-reverse. We are incorpo-
rating the object-based VCR functionalities into the system.

In the actual applications, the client connects to the remote server over an IP
network, and selects the video stream of interest. Two types of logical channels
are established between the server and the client: the control channel and the
data channel. The TOC and the VCR commands are transmitted in the control
channel, while the video packets are transmitted in the data channel. The server
sends the TOC of the requested video sequence to the client. The TOC, con-
taining clusters of the key frames of the sequence, is displayed as shown in Fig.
7. The client can choose to play from the beginning of the video sequence, or
click on a frame in the the TOC to start playing from that particular segment.
The VCR and Hyperlinking Manager receives the commands and retrieves the
corresponding part of the video sequence, which is then sent by the Stream Man-
ager to the client for decoding and displaying. The key frames in the TOC are
mapped to the closest I-pictures to allow easy decoding. During the play of the
video, the user can use the conventional VCR functionalities (e.g. fast-forward,
fast reverse, etc.) to manipulate the play of the video. The user can also stop
the video and jump to another key frame of interest in the TOC. With the
incorporation of the object-based VCR functionalities, the user will be able to
stop the video at any frame, define an object of interest in the frame, and use
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Fig. 3. Object localization. Girls video sequence. (a), (b) and (c) illustrate the object
localization process for three different user-defined video objects.



Fig. 4. Object Localization. Dog video sequence.
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Fig. 5. VO hyper-link generation. The frames where the object has been detected are
highlighted.

Server Client
VCR & User Interface
Hyperlinking =C|:mtrol ChanneL (VCR & Hyper-linking
Manager Control)
Streamn Cursrlfre&sed Data Channel MPEG4 Player
Database Manager Decoder

Fig. 6. Block diagram of streaming video system.



the object-based VCR functionalities through the support of the automatically
generated VO hyper-links.
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Fig. 7. Streaming video with VCR functionalities and Table Of Contents

5 Conclusions

We have presented a methodology to create video object hyper-links for object-
based video streaming applications. Although the obtained results are encour-
aging, we acknowledge that object localization is a hard problem, and current
efforts are directed to improve discriminitaion. We have implemented a stream-
ing video system with Table of Content and VCR, functionality support, and are
incorporating the object-based VCR functionality features into the system.
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