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Editorial 

Artificial Intelligence has become a major discipline under the roof of 
Computer Science. This is also reflected by a growing number of titles 
devoted to this fast developing field to be published in our Lecture 
Notes in Computer Science. To make these volumes immediately vis- 
ible we have decided to distinguish them by a special cover as Lecture 
Notes in Artificial Intelligence, constituting a subseries of the Lecture 
Notes in Computer Science. This subseries is edited by an Editorial 
Board of experts from all areas of AI, chaired by JOrg Siekmann, who 
are looking forward to consider further AI monographs and proceed- 
ings of high scientific quality for publication. 

We hope that the constitution of this subseries will be well accepted 
by the audience of the Lecture Notes in Computer Science, and we 
feel confident that the subseries will be recognized as an outstanding 
opportunity for publication by authors and editors of the AI community. 

Editors and publisher 
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Preface 

All '89 is the second workshop in the AII series started with All '86 (cf. Lecture Notes in 

Computer Science 265). These workshops are focused on all formal approaches to algorithmic 

learning particularly emphasizing analogical reasoning and inductive inference. 

Learning is obviously an important phenomenon of natural intelligence. Therefore, despite 

restricted specifications of the area of artificial intelligence, learning is a central issue of artificial 

intelligence research. There is abundant evidence of the human ability to learn from possibly 

incomplete information. In human communication one usually provides only incomplete 

information with respect to some target phenomenon to be described or specified. Inductive 

inference orginafing from Gold's seminal paper (E.M. Gold, Language Identification in the Limit, 

Information and Control 10 (1967), 447-474) offers a firm mathematical basis for investigating the 

crucial problems of learning from possibly incomplete information. Similarly to learning from 

possibly incomplete information, human communication exhibits an amazing ability to draw 

analogical conclusions or to perform analogical constructions. This works although there is not 

much agreement about the gist of analogy. Analogical reasoning has recently found a couple of 

fn'm approaches allowing formally well-based investigations. 

The AII events are intended to concentrate research work on analogical reasoning, inductive 

inference and other formal approaches to algorithmic learning for developing a well-based theory of 

artificial intelligence. It is particularly desirable to extend and deepen the communication between 

researchers from artificial intelligence and theoretical computer science. Bridging this gap is one of 

the main aims of AII '89. 

The program committee of AII '89 consisted of S. Arikawa, J.M. Barzdins, R.P. Daley, K.P. 

Jantke (chairman), K. Morik, L. De Raedt, C.H. Smith, L.G. Valiant, and F. Wysotzki. The 

members invited 8 lecturers for AII '89. The first part of this volume contains the written versions 

of their lectures. A large number of papers were also submitted to AII '89. The program committee 

assisted by a considerable number of referees has selected 19 papers for presentation. For the 

workshop, these papers have been grouped under the headings Inductive Inference I and II, AI 

Approaches, and Analogical Reasoning. The second part of this volume contains these papers. 

I am grateful to all members of the program committee and to all referees for their work. I 

particularly acknowledge the assistance provided by all members of the Algorithmic Learning 

Group at Leipzig University of Technology including Ulf Goldammer, Eberhard Pippig, Siegfried 

Sch6nherr, Michael Schliephake, and by Steffen Lange, who did an important job as organizing 

secretary of AII '89. 

Leipzig, July 1989 Klaus P. Jantke 
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