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Preface 

AII'92 is the third workshop in the AII series started in 1986. The proceedings of the 
first and second conferences have been published as Lecture Notes in Computer Science 
265 and Lecture Notes in Artificial Intelligence 397. 

Learning is obviously an important phenomenon of natural intelligence. Therefore, 
despite restricted specifications of the area of artificial intelligence, learning is a central 
issue of artificial intelligence research. There is abundant evidence of the human ability 
to learn from possibly incomplete information. In human communication one usually 
provides only incomplete information with respect to some target phenomenon to be 
described or specified. Inductive inference originating from Gold's seminal paper (E.M. 
Gold, Language Identification in the Limit, Information and Control 10 (1967), 447- 
474) offers a firm mathematical basis for investigating the crucial problems of learning 
from possibly incomplete information. Similarly to learning from possibly incomplete 
information, human communication exhibits an amazing ability to draw analogical 
conclusions or to perform analogical constructions. This works although there is not 
much agreement about the gist of analogy. B. Indurkhya's paper in the present volume 
points to crucial problems. 

The All workshops are focused on all formal approaches to algorithmic learning 
particularly emphasising analogical reasoning and inductive inference. Both areas are 
currently attracting a considerable interest in particular settings. Analogical reasoning 
plays a crucial role in the currently booming field of case-based reasoning. In the field of 
inductive logic programming, a couple of new techniques have been developed for 
inductive inference. 

The All events are always intended to bridge the gap between several research 
communities. The basic areas of concern are theoretical computer science, artificial 
intelligence, and cognitive sciences. 

The program committee of All'92 consisted of S. Arikawa, J.M. Barzdins, B. Buchanan, 
R.P. Daley, L. De Raedt, U. Furbach, D.R. Hofstadter, B. Indurkhya, K.P. Jantke, 
C.H. Smith, M. Warmuth, and S. Wrobel. The program committee invited a number of 
distinguished scientists to deliver invited talks at AII'92. The second part contains 16 
selected papers from a larger number of submissions. I am grateful to all members of the 
program committee and to all referees for their work. I particularly acknowledge the 
assistance provided by my research group, the Algorithmic Learning Group at Leipzig 
University of Technology. Steffen Lange did an especially important job behind the 
scene as the organising secretary of AII'92. Last but not least, the excellent conditions of 
the International Conference and Research Center for Computer Science at Dagstuhl 
Castle provided a firm basis for preparing All'92. 

Leipzig, July 1992 Klaus P. Jantke 



vi 

List of  Referees for AII'92 

H. Ad6 
A. Albrecht 
S. Arikawa 
J.M. Barzdins 
H.-R. Beick 
G. Brewka 
M. Bruynooghe 
R.P. Daley 
L. De Raedt 
B. Fronh6fer 
U. Furbach 

W. Gasarch 
C.M. Hamann 
E. Hirowatari 
D.R. Hofstadter 
W. Hower 
B. Indurkhya 
K.P. Jantke 
Y. Kodratoff 
S. Lange 
S. O'Hara 
E. Pippig 

M.M. Richter 
G. Sablon 
P. Scholz 
S. Sch6nherr 
J. Siekmann 
C.H. Smith 
M. Velauthapillai 
M. Warmuth 
R. Wiehagen 
S. Wrobel 
T. Zeugmann 



Table of Contents 

Invited Talks 

Representing the Spatial / Kinematic Domain and Lattice Computers 
John Case, Dayanand S. Rajah, Anil M. Shende 

A Solution of the Credit Assignment Problem in the Case of Learning 
Rectangles 
Zhixiang Chen, Wolfgang Maass 

Learning Decision Strategies with Genetic Algorithms 
John J. Grefenstette 

Background Knowledge and Declarative Bias in Inductive Concept 
Learning 
Nada Lavrac, Saso Dzeroski 

Too Much Information Can be Too Much for Learning Efficiently 
Rolf Wiehagen, Thomas Zeugmann 

26 

35 

51 

72 

Submitted Papers 

Some Experiments with a Learning Procedure 
Kurt Ammon 

Unions of Identifiable Classes of Total Recursive Functions 
Kalvis Apsitis, Rusins Freivalds, Martins Kril~s, 
Raimonds Simanovskis, Juris Smotrovs 

Learning from Multiple Sources of Inaccurate Data 
Ganesh Baliga, Sanjay Jain, Arun Sharma 

Strong Separation of Learning Classes 
John Case, Keh-Jiann Chen, 
Sanjay Jain 

Desiderata for Generalization-to-N Algorithms 
William W. Cohen 

The Power of Probabilism in Popperian FINite Learning 
Robert P. Daley, Bala Kalyanasundaram, 
Mahendran Yelauthapillai 

87 

99 

108 

129 

140 

151 



viii 

An Analysis of Various Forms of "Jumping to Conclusions' 
Peter A. Flach 

An Inductive Inference Approach to Classification 
Rusins Freivalds, Achim G. Hoffmann 

Asking Questions Versus Verifiability 
William 1. Gasarch, 
Mahendran Velauthapillai 

Predictive Analogy and Cognition 
Bipin lndurkhya 

Learning a Class of Regular Expressions via Restricted Subset 
Queries 
Efim Kinber 

A Unifying Approach to Monotonic Language Learning on 
Informant 
Steffen Lange, Thomas Zeugmann 

Characterization of Finite Identification 
Yasuhito Mukouchi 

A Model of the Redescription Process in the Context of 
Geometric Proportional Analogy Problems 
Scott 0 "Hara 

Inductive Strengthening: The Effects of a Simple Heuristic for 
Restricting Hypothesis Space Search 
Foster John Provost, Bruce G. Buchanan 

On Identifying DNA Splicing Systems from Examples 
Yuji Takada, Rani Siromoney 

170 

187 

197 

214 

232 

244 

260 

268 

294 

305 


