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Abs t r ac t .  In this paper, we present the ongoing research clone in the 
field of robots playing "football". Several development aspects are dis- 
cussed such as the hardware system, followed by the software implemen- 
tation. We will highlight three softwares : the central decision system 
and the embedded software (used for the real robots small RoboCup 
league), and the simulation software (used for the simulation RoboCup 
league). So, we will show and discuss, for each kind of competition, the 
implemented behaviors. 

1 I n t r o d u c t i o n  

The idea of robots playing "football" came at the same t ime within two fields 
of research : robotics and computer  science [4, 5]. We decided to work on this 
subject at the end of 1995. ' rhe idea was to build and exprimental  platform : 
MICROB, to validate on real robots different kind of multi-agents algorithms. 
Thus, the MICROB platform is welt adapted to solve such problems as the 
football game. 

In the first part,  we present the team participating for the small league of 
the RoboCup competition and we focus on the decision system. 

In the second part. of the paper  we present the simulation team. IIere, we 
tried to design a team in which all the players processes the same behaviour.  We 
discuss the limits of the above approaches. 

2 T h e  M I C R O B  t e a m  f o r  s m a l l  s i z e  c o m p e t i t i o n  

Our platform is divided in two parts  : the robots and the central decision system 
(Fig t.a) . 

2.1 The  r o b o t s  a r c h i t e c t u r e  

The physical structure of the robots (Fig 1. b) is divided in four layers (Pig 1. a): 

- the m e c h a n i c a l  l aye r  : the robots designed have two independent wheels 
on the middle of their structure. They have two degrees of freedom in the 
plane arid they are non holonomic. Each wheel is motorized by an ac tua tor  
consisting on a small motor.  The motor  power supply is carried by the robot 
and consist on a small bat tery 12V. 
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Fig. 1. a) The general platform architecture b) One of our small size robot 

the e l e c t r o n i c  layer ,  which uses a tachometric feed-back. 
the C P U  l aye r  : the CPU is a 80C552 processor, with a 16 MHz frequency 
and 64 Kbytes of memory. It has only to decode the data  coming from the 
hertzian receiver of the robot. 

- the c o m m u n i c a t i o n  l aye r  : it receives orders from the central decision 
system using an hertzian transmission (9600 bauds). 

2.2 T h e  c e n t r a l  dec i s ion  s y s t e m  

For the central decision system, we use an Intel-Pentium 90 CPU with 32 Mbytes 
of memory and MS-DOS operating system. In this section, we describe the vision 
system, and the behavior module (the theoretical behavior and the experimental 
o n e ) .  

T h e  v is ion  s y s t e m .  The vision system takes a large part in the global system 
performance [6]. It has to extract pertinent data  from video acquisition : 

- the p o s i t i o n  and the o r i e n t a t i o n  for each robot, 
- the p o s i t i o n  and the v e l o c i t y  v e c t o r  of the ball. 

Moreover, because of the real-time constraints, the acquisition and the processing 
of a video frame has to take less than 10 Hertz. The acquisition card used (the 
IFG Imasys frame grabber card) provides black and white video. The image 
processing extracts the outline of the objects located on the playing field. To 
identify the robots, we put various marks on the top of each of them. The 
directions of the robots are determined using the knowledge of their outline. For 
the ball, the velocity vector is deduced using the previous detected positions. 
Due to the time processing, and the resolution of the image (256×256), one 
pixel maps l c m  2, which affects the precision reliability of the system. 
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T h e  t h e o r e t i c a l  b e h a v i o r .  A multi-agent architecture (fig 2.a) is proposed 
to define the behavior of the robots (in our study the agents are the robots). 
This architecture is compo~d of four main modules : a module representing the 

Rule Supervisol Game 

Strategy 
Envlro~ent Knowledge Sup~vlsor Role 

~ 1. En~i Moditicaion .. . . . . .  
i)agLial envir~l~nt Imowl~ig¢ 

Fig. 2. a) The general Multi-agent ARCHitecture b) The agent model 

k n o w l e d g e s  a b o u t  e n v i r o n m e n t ,  a ru les  m o d u l e ,  a s t r a t e g y  m o d u l e  and 
a se t  o f  agen t s .  

• T h e  e n v i r o n m e n t  k n o w l e d g e .  In our system, there are two kinds of 
environment knowledge: 

the s t a t i c  knowledges :  the limits of the playing field, the kickoff position 
and the penalty position. 
the d y n a m i c  knowledges ,  which are computed on-line : the position and 
the velocity vector of the ball, the position and the orientation of the robots. 

• T h e  ru les  modu l e .  The football game is divided in game phases. The 
different phases we impleinented are : the k ick-of f  phase, the f r ee  k ick  phase, 
the p e n a l t y  k ick  phase, the s top  phase,and the m a i n  g a m e  phase. The rules 
module allows to define the current phase of the game. It acts mostly under 
the influence of the human supervisor. Indeed, a human supervisor can decide 
to stop, to start a game, etc... In certain cases, the module of rules allows to 
change game phases automatically (for instance, from the kick-off phase, the 
penalty kick phase or the free kick phase to the main game phase). 

• T h e  s t ra t egy  modu le ,  The goal of the strategy module is to define the 
role of each agent within the team. This role can be defined in a static or a 
dynamic way', according to the environment knowledge. Two main roles are de- 
fined : the g o a l k e e p e r  role, the f ield p l a y e r  role. Moreover, specific roles can 
be added to the main ones. These are : the p e n a l t y  k icke r  role, the K i c k - O f f  
k icker  role. 
At most, one robot can have the goalkeeper role during the game. qb be efficient, 
the field player role must be different for each robot of the application. The idea 
is to distinguish the field player roles by giving to each robot a specific zone on 
the playing field. So, we will have sub-roles of the m a i n  f ie ld  p l a y e r  role : we 
will be able to have a defender player, a middle field player, a at taquant player, 
etc. This will be developed in the next section. 
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• The  agen t  behaviors .  In this approach, each robot is an agent. Two 
functions are used to select the behavior (function s) (1) and to select the action 
of a robot (function f) (2) :  

Behavior = s( Role, Game P hase ). (1) 

Action = f(Behavior,  Env i ronmentKnowledge ,  Communicat ion) .  (2) 

The behaviors are selected according to the role of the agent and the phase 
of the game (fig 2.b). Thus, the selected behavior will define the action to be 
executed by the robot, according to the environment knowledge and the inter- 
agent communication. The behaviors will have to obey to the game rules. The 
different behaviors implemented are : the speci f ic  g o a l k e e p e r  behavior, the 
specif ic  f ie ld  p l a y e r  behavior, the keep  s t e p p e d  behavior, the k i c k o f f p l a y e r  
behavior, the p e n a l t y  kick p l a y e r  behavior. 

T h e  e x p e r i m e n t a l  b e h a v i o r .  In this section, we will develop the implemen- 
tation of the main behaviors (the goalkeeper behavior and the specific field player 
one) for the RoboCup experiment. Two configurations were realized to adjust to 
the robot number of the opponent team : one game with a five players team and 
one game with a two players team. Indeed, due to the competition requirements, 
we played with 2 robots against the japanese team. Thus, we had to change our 
strategy. 

• The  ac t ions .  We distinguish two kinds of actions : the h igh - l eve l  ac- 
tions and the low-level  ones. The high-level actions define goals to be realized, 
such as : replacement, ball kicking, avoidance, move for a position with an ori- 
entation. These high-level actions will be divided into low-level actions. These 
low-level actions are : the f o r w a r d  gear ,  the r e v e r s e  gear ,  and a p o s i t i o n  
a n d  o r i e n t a t i o n  low- leve l  s e rvo ing .  The third action is the most interesting. 
To implement it, we used a control system well adapted to our robots configura- 
tion, and to our problematic. It allows a position and orientation servoing, using 
a constant linear velocity of the robot [2]. 

• The  goalkeeper behavior .  The goalkeeper behavior is very simple : dur- 
ing the game, we place the goalkeeper on a straight segment, between the ball 
and the goal. 

• The  specif ic f ield p layer  behavior .  It uses different zones of influence 
for each different field player behavior. The algorithm of the behavior can be 
resumed in a pseudo-code like this : 
IF (the ball is not in the zone of influence of the agent) 

THEN Rep lacemen t .  
ELSE 

IF (the agent is not well placed to kick the ball) 
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THEN Replacement .  
E L S E / *  Beginning o f  contract  net */ 

the agent communica te  to other  agents the 
evaluation o f  his pos i t ion  to kick the ball. 
IF (the agent is the best placed) 

THEN the agent kick the ball. 
ELSE 

Replacement .  
ENDIF 

END IF 
ENDIF 

The idea is to have stackables zones of influence in the robot team. So, each 
time, several robots can kick the ball to at tack or to defend. Finaly, only one 
robot wilt kick the ball (the one which is the best placed), and the other ones 
execute a replacement. 

• The five players game.  For the game with five players, we defined the 
following roles : one goalkeeper, one defender player, one left middle field player, 
one right middle field player and one at taquant .  To define the zone of influence 
assigned to each robot, we decided to divide the game field into 9 parts  (fig 3). 
Then, each field player has a specific zone of influence. We also have to define 

Defender left middle field right middle field Altaquant 

N zone of influence 

Fig. 3. Zones of influence for each field player robot 

tile replacement position. In our experiment,  the replacement position depends 
onle on tlle ball position (fig 4)- I)uring all the five players game, the agent role 

L ~  LM LM D: Defender 
LM: left middle field 

[ A D A :  D : RM: righl middle field 
::::  A: Attaquam 

Fig. 4. Replacement positions of robots, according lo the position of the ball 

was always the same. 

• The two players game.  The game with two players involving the 
japanese team is different from the one with five players. Indeed it is much 
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more difficult to kick the ball with two players than with five. So, we used this 
configuration : one defender/goalkeeper player and one at taquant  player. For the 
game with only two agents, we decided to give the maximum of freedom to our 
robots. So the zones of influence are the same for the two robots and they rep- 
resent all the game field. But the behaviors are not exactly the same for the two 
robots. Indeed, the replacement position is different (fig 5). This configuration is 

............... iiiiiiiiiiiiiiil i!!i!ilil;!i!i D: Defender ::::::::: 

liii~iiii i A D iii!i~iiiiil D iiii~)iiit A:Attaquan! 
I:::::::i:i:!:: ~!:i!:i:ii:::::- 'illiiiiili;iiiil' [ ]  : ballarea 

;i~i~)i~i~i~ilr . . . . .  : ........... 

Fig. 5. Replacement positions o] robots, according to the position oJ the ball 

particularly interesting, because it allows us to test the role selection function. 
Indeed, the role of one of the robots is dynamic. It plays a~s a defender or as a 
goalkeeper according to the environment knowledge. If the ball is in our camp 
and if the direction of the ball was toward our goal, then the strategy module 
imposes goalkeeper role to one agent. 

2.3 T h e  l imi t s  o f  t h e  t e a m  

The limits of our robots team are due partly to the low quality of equipment 
used. Actually, to carry out our experiment, we used a cheap equipment : a PC 
(pentium 90), a black and white acquisition card with an acquisition rate of 18 
Hz. For the robots, we used secondhand actuators, and mechanical engineering 
and the electronic card h a ~  been realized by our own. The cost of all the equip- 
ments is approximatively 5000 dollars. 

The main problem arise from the vision system : the vision system is too 
slow and the precision of the detection is inaccurate. Indeed, the global precision 
of our system is about 2 or 3 cm (regarding robots speed). This problem made 
useless the implementation of evolved actions and so, the behaviors were limited. 

The second problem is the low quality of the hertzian transmission between 
the central decision system and the robots. Now the path processing being com- 
puted by the central system, the robots are very dependent on the communica- 
tion chanel quality. 

3 T h e  M i c r o b  s i m u l a t i o n  t e a m  : e x p l o r i n g  a s t r i c t  

b o t t o m - u p  a p p r o a c h  

Unlike the approach used for the real robots, where the goal was to provide ex- 
isting robots with coherent behaviors regardless of the methodology employed, 
the development of the simulation team has been initiated to track the method- 
ological issues raised by the soccer problem (see [1] for a different perspective on 
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the same issue), and to illustrate some properties of reactive multi-agent systems 
[3]. The basic idea was to follow a strict bo t tom-up  approach to the problem of 
organizing a team, beginning with very simple players and supplying them with 
the behaviors that  could appear  necessary with regard to their collective play. 
The hypotheses that  have underlined our work, and to which we have remained 
commit ted throughout the different versions are : 

• H y p o t h e s i s  1 : behavioral homogeneity . All the team mates are identi- 
cal. As a consequence, the behavior of the t eam does not rely on a coordination 
between specific roles (e.g., the goalie, defenders, etc.), which are therefore not 
described nor used in the implementation.  IIowever, even if the agents are not 
provided with a given role, their position on the field will induce different be- 
havioral responses from their partners. 

• H y p o t h e s i s  2 : environmental heterogeneity. The activity of reactive 
multi-agent systems usually rely on the information the environment can provide 
them. The computat ion of a simple topology, which divides the field in eleven 
zones of influence supplied with different marks,  is intended to dispatch dynam- 
ically the agents on the playground during the game, regardless of their current 
behavior). 

• H y p o t h e s i s  3 : no direct communication.  This restriction lets the agents 
use the characteristics of the game as a communication-like protocol : passing 
the ball or entering/leaving a zone is supposed to be sufficiently explicit for the 
others. 

• H y p o t h e s i s  4 : no planning. The agents do not look ahead. They do not 
plan their behaviors after the current cycle they are engaged in, nor do they 
anticipate the beh,~viors of the other participants.  

• H y p o t h e s i s  5 : no memory.  The agents do not record the previous infor- 
mal.ion they have obtained through their perception. Of course, their velocity, as 
well as their direction, can be considered as a sort of embedded memory of their 
former behavior, in the sense that  it implicitly influences their current behavior. 

• H y p o t h e s i s  6 : no explicit deliberation. Due to the constraints above, the 
agents do not use explicit deliberative mechanisms for controlling their activity. 
Rather,  a subsumption-like architecture, with a fixed structure, allows them, at 
each cycle, to behave accordingly to a fixed set of situations they may encounter 

(fig 6). 

• H y p o t h e s i s  7 : a small set of behaviors. The behaviors organized within 
this architecture are only five : m o v e  to  a n o t h e r  zone ,  l o o k  a t  t h e  ba l l  (i.e. 
continuously changing direction to follow the position of the ball, but  without 
moving), c h a s e  t h e  b a l l  (i.e. the same with a movement) ,  k i ck  t h e  ba l l  (i.e. 
kick the ball toward the opposite team),  p a s s  t h e  b a l l  (i.e., kick tile ball toward 
a team mate).  
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Fig. 6. The tree-like decision algorithm and the associated behaviors 

Given these hypotheses, one could have expected the collective game to be 
fairly poor. Indeed, the behavior of a sole player is easily predictable, and it is 
quickly defeated by any other opponent (like Ogalets's ones, for example). How- 
ever, collectively, things appear to be a lot more interesting, with truly coordi- 
nated movements emerging from the interactions between the simple behaviors 
of the players. It is especially the case when the team is attacking, elaborating 
surprisingly good collective actions that carl easily beat any defense. The main 
reason is that the players, because they do not need to communicate nor plan 
anything, are much faster at moving or passing the ball than most of the teams 
they have already been facing. But the behavioral homogeneity allows the play- 
ers to occupy any zone on the field and thus making the team dynamically and 
smoothly cover the playground. 

Of course, we have detected, during the experiments, numerous drawbacks 
for such a simple approach : 

- q'he players often miss the ball because they are always heading toward it 
regardless of its speed or direction. This lack of anticipation is especially 
painful for the "goalie" (i.e. the placer being placed in the corresponding 
zone), which does not care about moving until the ball reaches its zone. 

- During difficult and long actions, four or five players can happen to chase 
the ball as if they were alone in their zone. It is usually due to the initial 
dash which made them leave their zone (without them paying attention to 
it). Because they can not replace themselves while the ball is too close, the 
result slightly disordered. 

These two defaults combined often ruin the interesting collective behaviors 
that could otherwise emerge. But the interesting thing is that, given the pro- 
posed methodological (and somewhat radical) approach to the problem, we now 
know exactly what to improve in the individuals' behaviors for dynamically ob- 
taining emergent collective strategies that  could remain stable throughout the 
game. Our approach, of course, which will consist in carefully adding new behav- 
iors, will not prevent us from possible side effects (i.e. unwanted new collective 
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structures). However, it will be certainly the price paid to understand the link 
between individual and collective behaviors. 

4 C o n c l u s i o n  

From experimental observations, we suggest to give futher enhancements  to our 
design. To have good result for the real robots competit ion, the hardware must 
be very etIicient. Thinking it is possible to control a mechanical structure which 
is not optimal,  is not a good idea.. Having good result mere'is having a good 
software, but also a good hardware. Each layer is impor tant  : control, trajec- 
tory generation, behaviours, vision, communication.  We tried to use some cheap 
components thinking that  a good behaviour could correct the uncertaincy of the 
system. This is not reasonable. For the next competi t ion we can expect to have 
the best at each layer. 

The future of the simulation team relies in our capacity to explore the link 
between individual and collective beaviors verifying hypotheses presented above. 
The important  thing is that  collective responses to unpredictable situations ap- 
pear to be often qualitatively surprising, especially when facing good teams. But 
the issue is that  the robots can not take advantage of their experience of these 
collective achievements, because they have no available mean to adapt  their be- 
haviors (both the way they classify the situations and their rea.ction to them) 
with respect to the previously encountered situations. As a consequence, learning 
capabilities, built on top of their current behaviors, are already being provided 
to our players (this requires us to relea.se some constraints, such as the absence 
of memory).  And we intend to prove in a near future that  having adopted a 
behavioral bot tom-u I) approach grea t ly  e~ses this process. 
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