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Preface 

In recent years, the progress in hardware technology has made it possible 
for organizations to store and record large streams of transactional data. Such 
data sets which continuously and rapidly grow over time are referred to as data 
streams. In addition, the development of sensor technology has resulted in 
the possibility of monitoring many events in real time. While data mining has 
become a fairly well established field now, the data stream problem poses a 
number of unique challenges which are not easily solved by traditional data 
mining methods. 

The topic of data streams is a very recent one. The first research papers on 
this topic appeared slightly under a decade ago, and since then this field has 
grown rapidly. There is a large volume of literature which has been published 
in this field over the past few years. The work is also of great interest to 
practitioners in the field who have to mine actionable insights with large volumes 
of continuously growing data. Because of the large volume of literature in the 
field, practitioners and researchers may often find it an arduous task of isolating 
the right literature for a given topic. In addition, from a practitioners point of 
view, the use of research literature is even more difficult, since much of the 
relevant material is buried in publications. While handling a real problem, it 
may often be difficult to know where to look in order to solve the problem. 

This book contains contributed chapters from a variety of well known re- 
searchers in the data mining field. While the chapters will be written by dif- 
ferent researchers, the topics and content will be organized in such a way so as 
to present the most important models, algorithms, and applications in the data 
mining field in a structured and concise way. In addition, the book is organized 
in order to make it more accessible to application driven practitioners. Given 
the lack of structurally organized information on the topic, the book will pro- 
vide insights which are not easily accessible otherwise. In addition, the book 
will be a great help to researchers and graduate students interested in the topic. 
The popularity and current nature of the topic of data streams is likely to make 
it an important source of information for researchers interested in the topic. 
The data mining community has grown rapidly over the past few years, and the 
topic of data streams is one of the most relevant and current areas of interest to 
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the community. This is because of the rapid advancement of the field of data 
streams in the past two to three years. While the data stream field clearly falls 
in the emerging category because of its recency, it is now beginning to reach a 
maturation and popularity point, where the development of an overview book 
on the topic becomes both possible and necessary. While this book attempts to 
provide an overview of the stream mining area, it also tries to discuss current 
topics of interest so as to be useful to students and researchers. It is hoped that 
this book will provide a reference to students, researchers and practitioners in 
both introducing the topic of data streams and understanding the practical and 
algorithmic aspects of the area. 




