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Abstract Bimanual haptics is a specific kind of multi-finger interaatthat focuses
on the use of both hands simultaneously. Several hapticeeyermit this form of
interaction, but they are subject to a certain number oftéitrins for interacting
with virtual environments (VESs), notably workspace sizauiss and manipulation
difficulties with single-point interfaces. Interactionckmiques exist to overcome
these limitations and allow users to perform specific twoeteal tasks, such as the
bimanual exploration of large VEs and grasping of virtugects. These interaction
techniques will be reviewed in this chapter.

1 Introduction

Bimanual haptics implies the use of both hands for haptierattion with virtual
or remote environments. It is more specific than the gemaradi-touchor multi-
finger classes of interaction in that it does not include intecacivith fingers of
the same hand only, but requires at least one finger of each Wémat makes two-
handed interaction more specifically interesting to stsdjat most tasks executed
in our daily lives are intrinsically bimanual [14], from spie tasks such as striking
a match to more complex ones such as playing an instrumestiés two-handed
interaction feels more natural to use than the one-handet] ki

This chapter focuses specifically on bimanual haptic intéya with virtual en-
vironments (VESs), which is a domain that is slowly emergirtglevalready bearing
promising applications. In the medical field, it can be usedurgery training, no-
tably for minimally invasive surgery as illustrated by thenanual surgical simula-
tor interface [29] and thda VinciSurgical System Simulator [18]. Another medical
application is rehabilitation, as shown by a bimanual fagésktop platform for
upper-limb post-stroke rehabilitation [17]. Medicineweyer, is not the only target
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Fig. 1 Example of bimanual haptic interaction with a virtual envimeent. (a) Bimanual haptic
setup made of two single-point devices. (b) Proxies and virtoglab.

field: non-medical applications include industrial prgtmtg [15] and 3D modeling
software [9].

Several haptic devices are suitable for bimanual intesactind can be subdi-
vided into two categories: single-point and multi-fingeteifaces. While the latter
category allows to handle virtual objects in a similar fastio actual hands, the for-
mer makes the task more challenging as single-point desieesepresented in the
virtual environment by a couple of god-objects or proxiekjoh is the strict min-
imum to allow grasping of an object (Figure 1). Notably, asped object tends to
slip from virtual hands if the contacts between proxies apjgéas are not strongly
maintained, which shows the need for techniques to maimaie easily these con-
tacts during grasping.

Another issue is that, regardless of which category thegrigeto, most of the
bimanual haptic interfaces have small workspaces, whialsieong limitation when
a user wants to carry out tasks as simple as picking an objdehaving it around in
a large VE. Several workspace extension techniques wepoged to address this
issue, notably thBubbletechnique [6] which proved to be suitable for simultaneous
grasping of objects and exploration in a VE with a bimanuablekhand haptic
interface [21]. More recently, novel metaphors adaptesltdchnique to any couple
of 3DoF single-point haptic interfaces [26], also allowigigsping and navigation
at the same time.

2 Related work

The hardware and software solutions that allow bimanuatibameraction with

VEs are currently subject to some limitations, which willdxerviewed in this sec-
tion. Interaction techniques and metaphors, which combardware, software and
knowledge of human cognition to allow a user to perform amitask, can notably
help to overcome these limitations. Very few genuinely tvanded haptic interac-
tive techniques were developed to this date, but some tgebsifrom unimanual
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haptic interaction and two-handed interaction in 3D enwinents, not necessarily
haptic, can be adapted for a bimanual haptic case. Thi©seaatil provide a global
overview of the different interactive techniques suitalolebimanual haptic inter-
action with VEs.

2.1 Hardware and Software Limitations for Bimanual Haptics

Several haptic devices allow bimanual interaction with VHewever, they share
the same drawback of having workspaces fairly limited ir silius preventing the
interaction with large VEs without using techniques to @ase these workspaces.
This problem can be handled at the hardware layer, by impgavie existing hard-
ware or by using additional devices.

A straightforward and general approach consists in inangdke workspace pro-
vided by the devices, either by using large serial linkagis)g-based devices with
large frames, or redundant degrees of freedom (DoF) [7].ur@manual interac-
tion, human-scale devices could be developed using thabapp. However, as far
as bimanual devices are concerned, such scales could nbtdieed and the high-
est reach that was achieved so far was that of human arms oates of the DLR
interface [15] and the Haptic Workstation [21].

Another solution for providing larger workspaces is the o$enobile haptic
interfacesj.e. haptic devices fixed on a mobile robot. Bimanual examples@de
are the Mobile Haptic Grasper [4] and VISHARD7-based mobiterface [22].
However, even though they potentially provide an infinitanalr workspace [11],
these devices are still limited in vertical reach.

Other hardware approaches address the workspace issuevigipg additional
DoF to the user to handle navigation in the VE. For instancéDaF foot pedal
was used for controlling the motion of a two-armed robot ir@ote environment
[23]. The latter approach may be the only one to provide anitefiworkspace in
all directions, but is fully dependant on the availabilifysoch pieces of hardware.

As far as manipulation capabilities of haptic devices areeoned, whether uni-
manual or bimanual, those devices can be divided into twa rlaisses. The first
category is that of single-point interfaces, such as th®8RIG&G [19], the DLR
bimanual haptic interface [15] or the more widespread PHAIM Beries. The sec-
ond category is that of multi-fingered interfaces, such asMiasterFinger-2 [12],
SPIDAR-8 [28] and Bimanual HIRO [8], which enable interactithrough 4, 8 and
10 fingertips respectively. Within this category of multiger devices, the Haptic
Workstation is a special case, not only providing intexatthrough the fingertips
but also through the palms of both hands [21].

Multi-finger interfaces are well suited for grasping, as encontact points with
objects means better handling of the said objects: it wasishioat 3 contact points
with friction, or 7 contact points without friction, wereghminimum requirements
for form closure of an object,e. the ability to fully restrain an object [1]. However,
manipulating virtual objects with two single-point haptiterfaces is a different
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matter. It was shown that 2 contact points could allow fulhipalation of an ob-
ject, but only if the contacts are soft-finger, meaning beiblg to support moments
around the contact normal. Even so, handling virtual objegth single-point de-
vices is very much like attempting to handle an object with fihgertips of index
fingers, and as such a challenging task.

Concerning the software layers that link the aforementiahevices to the VEs,
there are various haptic APIs that allow to do so, which caditided into two cat-
egories. Device-specific APIs usually grant low-level asc® one model or series
of interfaces, generally allowing the use of the same dawieedual way. However,
it is not possible to conjointly use devices of two differemnufacturers using only
one of these APIs, but it is possible to combine the respe&RIs of the two de-
vices. For instance, HDAL SDK [20] and OpenHaptics [24] caruked to operate
conjointly a Novint Falcon and a PHANToM device.

This process can be bothersome, though, and thus generscwd?é developed
to support a wider range of devices, not limited to a singleufacturer. Some of
them have clearly shown their bimanual capabilities, slchi3DAPI [25], which
was used for a bimanual haptic 3D modeling software [9], angti Library [5],
which was part of the software architecture of the Mobile tita@rasper [4]. Both
cases used twice the same device, but these APIs can alsedwitis two different
devices ; notably, examples shown later in this chapter Hsgudik Library to handle
a Novint Falcon and a PHANToM Omni.

However, while these APIs support the use of two deviceseastime time, they
do not truly support bimanual capabilitipsr se There are for instance no solutions
to reduce the impact on the user of different workspace sméput forces, or de-
grees of freedom in each hand. Similarly, while methodstegiprevent collision
between the hands of the user and the two devices [8], theyoaset implemented
in these APIs either.

2.2 Interaction Techniques for Bimanual Haptics

The hardware approaches for increasing the workspacesnabial haptic hard-
ware do effectively allow the exploration of large VEs to soaxtent. However, on
the one hand, most of these techniques do not increase tlowkspaces infinitely,
and on the other hand, such devices are not necessarilypuiges This leads to the
use of interaction techniques for handling the extensiath@$e workspaces. They
have the advantage of being generic and applicable to artyctdgvice available
to the user with no further requirements, although the nitgjof currently existing
techniques are not specific to two-handed haptics.

A first technique consists in applying a scaling factor tochdhe real workspace
provided by the haptic devices with a virtual volume definedhe VE [10], al-
though reducing the accuracy of motions in the virtual spAc®ther approach is
theclutchingtechnique, which consists in holding down a button to teraplyrin-
terrupt the coupling between the device and the proxy whiteuser recenters the
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device. TheDual Shellmethod is an extension of this technique, that automayicall
handles the clutching when predefined boundaries are réaulighout requiring
the potentially counterintuitive manipulation of a but{@6]. The use of rate control
was also proposed to control the velocity of the virtual gréxough the position
of the haptic device [30]. This technique infinitely increaghe workspace in all
directions, although seeming to be far from intuitive.

A last interaction technique is tHeubble metaphor, which is originally a uni-
manual haptic workspace extension technique [6]. It usesdcontrol of the po-
sition of the proxy in the VE while the device remains insidedefined spherical
boundaries (defined as thebbld. When the device moves outside thigbble the
latter is translated throughout the virtual environmeritha small elastic force that
gives the feel of the surface of thebbleto the user. For a unimanual painting task,
a user experiment showed that this technique was fastee atmurate and more
appreciated than the scaling factor and clutching teclasigqu

The bimanual case was not yet throughly investigated walBtibbletechnique,
though it was used for bimanual interaction with complex \fiii®ugh the Haptic
Workstation [21]. This implementation allowed users toslate and rotate the cam-
era by moving both hands outside the bubble in the same idinedt showed to be
efficient for simultaneous navigation and manipulatiorhwiitis specific device, as
it allows interaction with the palms and fingers of both harttswever, it remains
difficult to use with single-point interfaces, as pickedestis tend to be frequently
dropped during the translations of the virtual workspaceuph rate control. This
is particularly true when using two different interfaceshphysical workspaces of
different size and shape, a scenario that has been scategigds

Aside the question of how to explore large VEs with bimanuaétifaces, next
comes the matter of manipulating virtual objects with théséces. Bimanual hap-
tic manipulation techniques vary greatly depending on &k that is to be exe-
cuted. For instance, the multi-modal mesh manipulatiotesy$9], a bimanual 3D
modeling software, uses a tool-object metaphor. It cargassgrabbing task to the
non-dominant hand and different manipulation tools to theithant hand, or a tool
in each hand for bimanual manipulation of the mesh (stratghiolding, tearing,
etc). Similarly, the Bimanual Haptic Simulator for medicalitviag [27] assigns a
palpation task to the non-dominant hand and a needle insd#sk to the dominant
hand.

However, while these techniques work for a specific taskgthestion of how to
switch between different tasks and techniques remains. tpéme context of 3D in-
teraction techniques, different methods were proposegtydransitions between
different tools, or subtasks, proposed to the user in the cbthe Responsive Work-
bench [3]. They defined explicit transitions, like picking @ tool in a toolbox, with
a default behaviour when no tool has been picked up yet, lwatld be specific of
the application. Another example of explicit transitionpma practical in the sense
that it does not require several movements between the packsand the toolbox,
is the use of gestures with the hands. Implicit transitioesanalso defined, in which
a switch from an subtask to another occurs in a seamless Wmaystimperceptible
to the user. An example of this is the switch from a unimanuabling technique
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to a bimanual grab-and-twirl technique, that occurs n#ljues the user reaches in
with the other hand to help the manipulation.

There is a more general two-handed manipulation task tvatralestudies fo-
cused on, which is the grasping of arbitrary virtual objeétd¢echnique was pro-
posed to detect when a user attempts to grasp an object, basedtudy on the
segmentation of a grasping task with multi-finger inter&fd3]. The study distin-
guished three major steps with specific forces applied orgtheped object: ap-
proach (no force applied on the object), gripping (a horiabforce being applied),
and lifting (a vertical component being added). The infdaioraon the forces ap-
plied by each finger on a virtual object can thus allow the aletr to detect grasp-
ing and simulate it accordingly.

Beyond detecting grasping, a straightforward interactéminique for handling
bimanual multi-finger manipulation of virtual objects isthise of virtual hands,
such as spring-damper hands, which proved to be suitabledwct with the ob-
jects of a virtual house [21]. However, as mentioned eanfi@nipulating objects
with two single-point interfaces is intrinsically more dleaging: to the best of our
knowledge, no manipulation technique tackles this problem

3 Interaction Techniquesfor Improving Bimanual I nteraction
with Single-Point Haptic I nterfaces

Bimanual interaction with VEs using single-point haptiteifaces has been scarcely
studied to this date. Thus a set of interaction techniquespraposed for improv-
ing the exploration of large VEs with these interfaces, al agethe manipulation
of objects with two 3DoF haptic devices represented by srppbxies [26].

This section will present these techniques, which inclugzhaptic exploration
techniques, a grasping detection method, and two haptigpuation techniques.
The exploration techniques are teuble bubblewhich allows free motion with
both hands in a VE, and a viewport adaptation method thattaiagboth virtual
proxies on screen. The grasping detection method allowst&rmhine when a user
attemps to effectively pick an object between both handwalfy, the manipulation
techniques are thmagnetic pinchwhich uses a simulated spring to keep the virtual
proxies from dropping a picked object, and fo@t control, which solves issues
related to different control modes between the two hands.

3.1 Double Bubble

In the double bubbldechnique, the workspace of each haptic device is defined by
two areas, each associated to a control mode (Figure 2). Aer iarea controls
the proxy directly in position, and an outer area, startintha boundaries of the
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inner area and extending up to the physical limits of the@ewontrols the virtual
workspace in speed within the VE (Figure 3).

Fig. 2 Approximate bubble and physical workspace sizes of a Novint Falcon and a PHAN-
ToM Omni. Inner rectangles represent tigbbles while outer polygons represent the physical
workspaces.

Besides using two interfaces instead of one, two major rdiffees separate the
double bubblefrom the previously mentionedubbletechnique. The first differ-
ence is the use of a rectangular parallelepiped for the kel of thebubbles
instead of a sphere, to better fit the physical workspacdseofi¢vices. We can no-
tably think of PHANToM devices which have a higher width thtaeir height or
depth. The second difference is the presence of a visuabéeidhdded to the hap-
tic feedback when the devices leave the boundaries, in thedba trail behind the
rate-controlled proxies (Figure 3).

An issue that was observed with several users attemptingedhe technique
was that they got confused whenever the right proxy was otethef the screen
and vice versa. A way to prevent this is to simulate an inlesibeparation plane”
that prevents the centers of the bubbles from crossing, bgtimg the horizontal
component of thédubblevelocities when such situation is about to happen. Given
the left bubbleof centerl = (ly,ly,l;) and its displacement at the next simulation
stepd = (dy, dy,d,), and the righbubbleof centerr = (ry,ry,r,), the constraint is
applied following Equation (1). The same constraint is aupfor the right bubble.

de (rx—lody,dy)  if Iyt dhe>ry. 1)
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B

Fig. 3 Control modes of thelouble bubble(a-b) Devices inside thbubbles: position control.
(c-d) Devices outside tHeubbles: rate control.

3.2 Viewport Adaptation

Since each device is attached toubobleindependent from the other, a method is re-
quired to keep both proxies on the screen, as they can mowuéehfiin completely
opposite directions. Thus, a method was developed to etisatréothbubblesre-
main in view no matter the distance between them (Figure &} i§ accomplished
by setting the distance of the camera to the center of theedoexnvalue proportional
to the distance between the leftmost border of thelleftbleand the rightmost bor-
der of the rightoubble plus an arbitrary margin (Figure 4). Given the lefibbleof
centerl = (ly,ly,lz) and widthw;, and the righbubbleof centerr = (ry,ry,r;) and
width w;, the position of the camera is computed following Equati¢@4).

The center of scensis first computed from both workspace centers following:

ly+r
s= (M5 g maxtars) ) @

The width of the displayed scen is then computed from the widths of both
workspacesy, andw;, as well as an arbitrary margimthat ensures that the virtual
workspace boundaries do not leave the borders of the screen:

WS=\/(rX—IX)2+(ry—ly)2—|—\N|/2—|—Wr/2+2m. (3)
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Fig. 4 Computation of the camera position for viewport adaptation.

Finally, the position of the cameras computed following:

c=s+Wwsxdxa. 4)

whered is a scalar that depends on the camera field of viewgdadn arbitrary
vector that determines the angle from which the scene idajisd.

Fig. 5 Result of the viewport adaptation with different relativesjtioning of the proxies (circled).

A limitation of this method is that it does not allow rotat®aof the viewport. A
way to handle these rotations is to use the “separation ptarationed in the pre-
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vious section, by translating tkaomponent of the displacement of thigbbleinto
an angular velocity that will be applied to the vecégiFigure 6). The displacement
of both proxies can be used, making the viewport rotatiotefasboth hands push
in opposite directions simultaneously.

Left bubble . . -
displacementd - (a) . . (b)
Left bubble : m
center | F Viewport
rotation
z
| O\ Right bubble
X : center r

Fig. 6 Rotation of the viewport by “pushing” on the separation plariththe proxies. (a) One-
handed case. (b) Two-handed case.

3.3 Grasping Detection

A grasping detection method is required in order to detecm user is actually
attempting to pick an object and not simply touching it. Ehoenditions are con-
sidered to determine whether both hands are grasping antabj@ot, according
to the contact normals, the contact forces, and the relatgition of both hands
(Figure 7):

1. The angle between the contact normals must be under éncwtashold.

2. Both contact forces must exceed a threshold in order twidigate simple con-
tacts with an object from a true intent of grasping the object

3. Two cylinders projected from both proxies following thentact normal must
intersect. Their radii match the approximate sizes of tlexips by default, but
can be tuned to make the detection more or less sensitive.

3.4 Magnetic Pinch

Once a grasping situation is detected, megnetic pinchiakes effect, which “mag-
netizes” both hands to the picked object to prevent unimdeat drops from hap-
pening. A visual feedback is also added to the haptic feddimathe form of red
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Fig. 7 Different cases of dual contact with a virtual object, onengeippropriate for grasping and
two not being as such: (a) Normals nearly colinear and handstéatace, (b) Hands not in front
of each other, (c) Normals far from colinearity.

bolts, emphasizing the activation of the technique to tkee (FHgure 8). Two imple-
mentations were considered for the magnetic pinch: onedbasesprings and the
other based on constraints.

Fig. 8 Visual feedback of the
magnetic pinchsymbolized
by red bolts between virtual
proxies and picked object.

3.4.1 Spring-based

The first version simulates a spring pulling both hands tdwdhe picked object.
For each haptic device, a for€g is generated following:

Os
o=t (1- o5y ) <o) ©)
p is the position of the first interface, is the position of the second interface,
Os is the size of the grasped object (the distance between thednwtact points
when the grasping is initiated), atg is the stiffness of the spring. The spring is
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removed as soon as the user gives enough force to end thetooitiae hands with
the object, hence dropping it.

Additionally, the position of the grasped objegtcan be constrained to the cen-
tral point between the positions of the two virtual proxiesdr, further reducing
the risk of unwanted drops. For this, another spring is usédiiffnessk, with a
forceF, following:

|+
Foz—kox(zr—gp). )

Fig. 9 Forces applied by the
spring-based approach of
the magnetic pinchF, and
Fn, are the forces applied on
the centers of mass of both
proxies to pull them towards
each otherF, is the force
applied on the center of mass
of the picked object to pull it
towardsc, the middle point
between both virtual proxies.

This approach successfully stabilizes the grasping of kgtual objects. How-
ever, lifting heavier objects can still be problematic witlis approach, as well as
correctly handling the rotations of the picked object.

3.4.2 Constraint-based

The second approach for theagnetic pincltonstrains the relative position and ori-
entation of both proxies relative to the picked object. Bathstraints are removed
as soon as at least one proxy provides an outwards force wlahse exceeds an
arbitrary threshold. This threshold determines the weighie objects that can be
picked with the magnet effect: the higher the value, the teedlkie objects that can
be lifted. However, higher values also imply that strongésr must be applied to
release even lighter objects, which can give an unnatuealofiebeing abnormally
“glued” to the object in these cases. This effect could beiced by dynamically
modulating the threshold with the weight of the picked objec

Not only does this approach allow to carry heavier virtugkeots, but it also
allows the rotation of these objects on two degrees of freedeven with 3DoF
devices, by using the relative position between both psXieaddition, if at least
one of the two devices has 6DoF sensing (possibly undetacyghen it is possible
to handle the third rotational degree of freedom of the dbjec
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i,
Fig. 10 Rotation of a virtual object using the constraint-based aprodthemagnetic pinch(a)

Rotation using the relative position between both hands. (tatRa using the torque of the right
device.

3.5 Joint Control

The double bubblemetaphor may introduce a difference in control modes and/or
scaling factors when activated (Figure 11). In order to cedihe impact of these
differences when pick-and-placing a virtual object, th&oroof joint control was
introduced. During a grasping situation, both devices usenamon control/display
ratio (average of both) and common bubble size (minimal dsr@ns), and enter
rate control simultaneously when at least one device leisdmibble This tech-
nique allows easier exploration of a VE when holding an dbetween virtual
hands controlled by two different haptic interfaces.

4 Evaluation

An experiment assessed the efficiency of the previously ioeed techniques, in-
volving a simple pick-and-place task, where users had tk @icube and place it
at a given position. Thelouble bubbleechnique was compared to tlkitching
technique for workspace extension, and the benefits ahtignetic pinctandjoint
controlwere also measured for grasping facilitation.

4.1 Method

4.1.1 Population

Thirteen participants (2 females and 11 males) aged frono 26 {mean = 22.8, sd
=1.7) performed the experiment. None of the participantsamy known perception
disorder. All participants were ing with respect to the proposed techniques, as well
as to the experimental setup and the purpose of the expdrimen
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Rate
Control

AN Joint

\\ J(a) Ve ~ Control

Bigger
bubble

Smaller

bubble

Fést rate

Slowrate
\ owraie (b)

Fig. 11 lllustration ofjoint control. (a) Carrying an object withoybint control ; case where the
left bubbleis in rate control and not the righubble (b) Difference inbubblesize and workspace
translation speed withojint control. (c-d) Carrying an object witfoint control.

4.1.2 Experimental Apparatus

The participants were seated at 1m in front of a 24 inch widsstmonitor. The
experiment was conducted using two different haptic iategé. The participants
manipulated a Falcon (Novint Technologies Inc., AlbuquerdNew Mexico, USA)
in their left hand, and a PHANToM Omni (Sensable Technolegwilmington,
Massachusetts, USA) in their right hand, both placed intfobithe screen as shown
in Figure 12. Visual feedback was rendered at a refresh f&@ ldz, while the hap-
tic rendering rate was 1,000 Hz. Physical simulation wasopered using Nvidia
PhysX at a rate of 1,000 Hz to match the update frequency dfah#c loop. A vir-
tual coupling mechanism [2] was used between the haptidaues and the virtual
proxies by simulating a spring-damper system between eaptichdevice and its
corresponding proxy.

4.1.3 Virtual Environment

The VE was composed of a 100m-wide ground plane with four riatietarget

planes, of 1m of width, placed at the corners of a 6m-wide sgasund the center
of the VE. The target plane of each trial was colored in red, #we other planes
were colored in white. The cube to be manipulated had a witl8®om and a mass
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Fig. 12 Apparatus used in the experiment.

of 3g, and was placed at the center of the VE. The proxies clbedrby each haptic
device were physically represented by cubes of 20cm of waltt were positioned
2m away from each other and 5m away from the central cube atdhisof each trial.

The cube was thus lying beyond the limits of the workspache.groxy controlled

by the left device was visually represented by a blue lefdhand the right proxy
was represented by a green right hand. Figure 13 shows the ssedisplayed at
the beginning of a trial.

Fig. 13 Virtual environment used in the experiment.
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4.1.4 Procedure

At the start of each trial, both haptic devices and proxieseveet to their starting
positions. The subject had to pick the cube from both sidesydt towards the
red target and make the cube contact with the target, thuagtite trial. A black
screen warned the subject about the beginning of the neaxt tri

4.1.5 Experimental Conditions

A within-subject design was used to evaluate the four diffierconditions. In the
control conditionCtrl, the participants were able to use ttlatching technique
when they reached the limits of the workspaces. The threer attnditions corre-
sponded to: (1PB (double bubblg (2) MP (clutchingwith magnetic pinchoint
control) and (3)DB+MP (a combination oflouble bubbleandmagnetic pinch/joint
control). All the conditions were tested 44 times (11 times per trgée order be-
tween the different conditions was counterbalanced apadiipants, and for each
condition, the order between the targets was randomizeé.ekperiment lasted
around 1 hour.

4.1.6 Collected Data

For each trial and each participant, the completion timeramdber of drops were
recorded. The completion time is the time elapsed betweamtiment the proxies
leave their starting positions and the moment the cube &siith target plane. The
number of drops is the number of hits recorded between the ant any part of the
ground plane that is not the target plane. At the end of theraxgnt, participants
had to complete a subjective questionnaire in which theytbagtade the differ-

ent techniques according to different criteria. The pgoéiots could rate the criteria
from 1 (very bad) to 7 (very good). The different criteria @efl) Global apprecia-
tion, (2) Efficiency, (3) Learning, (4) Usability, (5) Fatig, and (6) Realism.

4.2 Experiment Results

4.2.1 Completion Time and Number of Drops

A statistical analysis was conducted from the completioretdata collected dur-
ing the experiment. For each participant, statistics (nMastandard deviation SD)
were computed on the 44 trials in each condition. A Friednesih ¢n the comple-
tion time (in seconds) revealed a significant effect of tioméque 2 = 27.66, p <
0.001). Follow-up post-hoc analysis revealed that compfetiime in both theMP
(M =14.16,SD= 7.14) andDB/MP (M = 8.43, SD= 2.91) conditions were sig-
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nificantly shorter that in the controM = 21.41, SD= 13.19) andDB (M = 20.06,
SD= 14.63) conditions p < 0.001 in all cases), and that t¥+MP condition led
to significantly shorter times than th&P condition as well p < 0.001).

Similarly, a statistical analysis was conducted on the remobdrops for all trials
of each participant. A Friedman test showed a significargcefdf the technique
(x? = 25,52, p < 0.001). Post-hoc analysis showed that ME (M = 4.22, SD=
9.45) andDB/MP (M = 2.36,SD= 2.33) conditions led to significatively less drops
than the controlil = 7.88, SD= 6.37) andDB (M = 8.79, SD= 6.77) conditions
(p<0.001 in all cases).

Completion Time Number of drops
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) i
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» M i | i
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< ' ; ° 3 ;
is . i N | |
9 N 3 . ;
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Fig. 14 Box plots of the completion times and number of drops for all dtoras. They are delim-
ited by the quartile (25% quantile and 75% quantile) of theribution of the condition over the
individuals. The median is represented for each trial.

4.2.2 Subjective Questionnaire

A Friedman test was performed to analyse the answers of ttiegipants to the
subjective questionnaire. The reported p-values werestatjufor multiple com-
parisons (alpha-level p=0.05). A significant effect wasnfddior 5 criteria: Global
appreciation x? = 4.62, p < 0.001), Efficiency §° = 4.92, p < 0.001), Learning
easiness)X? = 4.50, p < 0.001), Use easinesg{ = 4.80, p < 0.001) and Fatigue
(x?=4.46,p < 0.001).

Post-hoc analysis showed that thB+MP condition was preferred to both the
control andDB for all criteria: Global appreciatiorp(< 0.001 andp < 0.001 respec-
tively), Efficiency (p < 0.001 andp < 0.001), Learning p < 0.001 andp < 0.001),
Usability (p < 0.001 andp < 0.001) and Fatiguef( < 0.001 andp < 0.001). The
MP condition was also preferred over the control &t8ifor 3 criteria: Global ap-
preciation f = 0.029 andp = 0.028), Learning p = 0.032 andp = 0.009) and
Usability (p = 0.027 andp = 0.008), plus a fourth criteria for thBB: Efficiency
(p=0.020).
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Fig. 15 Box plots of the subjective ratings for the significative aidefor all conditions. They are
delimited by the quartile (25% quantile and 75% quantilehefdistribution of the condition over
the individuals. The median is represented for each trial.

4.3 Discussion

The conducted experiment showed that thagnetic pinchand joint control im-
proved performances and subjective appreciation for a@ntkplace task over the
double bubbleandclutchingnavigation techniques, while the combination of these
techniques with theouble bubblded to the best results.

The double bubblgused alone, performed as good as théchingtechnique
without outperforming it, in terms of completion time, drogte, and subjective
appreciation. The technique allows to translate the wags|n a VE in a smoother
way than theclutchingtechnique, by removing the need to move the devices back
and forth several times.

The experiment showed that theagnetic pinchandjoint control significantly
reduced completion times and dropping rates compared twtiditions that did not
use them. In addition, the subjective appreciation alsorta/the conditions which
used these techniques over those that did not, globally 4sas/éor learning and
usability. These results strongly indicate that thagnetic pinchandjoint control
techniques, by stabilizing the grasping of a virtual objsith virtual proxies, are
efficient for facilitating pick-and-place tasks. Additialty, while themagnetic pinch
inherently adds an unrealistic behaviour through the mgatraction, it does not
seem to hinder the global realism of the scene, as no sigmifdifierence in the
participants perception of realism was reported for thizcéht conditions.
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Thedouble bubbleshowed its full potential when used jointly with theagnetic
pinchandjoint control, outperforming the combination of the latter techniquethwi
clutching Thedouble bubblallows users to perform the task in a simpler and faster
way than theclutchingtechnique, which imposes frequent stops of both proxies to
recenter the two haptic devices.

5 Perspectives

Haptic interaction with virtual environments using two daris a topic that is being
increasingly investigated but is still far from reaching fill potential. Interaction
techniques dedicated to that field are not numerous, as inaitpaf cases uni-
manual techniques are used in a dual way rather than demglagitual bimanual
techniques and metaphors. Notably, this means that the teesk®and possibilities
are given to both hands, not taking into account the intiiiferences between
them and their ability to perform asymmetric tasks. Exaapiare studies that fo-
cus on specific tasks such as medical training or 3D modelvhg;h assign a dif-
ferent tool to each hand prior to the beginning of the task) possibly two-handed
interactions between these tools.

All haptic devices suited for bimanual interaction havelyalimited physical
workspaces, raising the need for interaction techniquestend them. Most of the
existing haptic exploration techniques that allow to ds tie unimanual, notably
the clutching and Bubbletechniques. Th®ouble Bubblemetaphor extended the
latter to a bimanual use, allowing independent translatfdhe virtual workspaces
of both devices within a large virtual environment througitid position/rate con-
trol modes. While thelutchingtechnique leads to “jerky” motions with the need to
make frequent stops when the boundaries of the workspaeesached, thdouble
bubbleallows much smoother motions in virtual environments. Bhiechniques
only allow translational movements originally, but two apgches allow to rotate
the viewport as well: the bimanual implementation of thgimal bubbletechnique
(at the expense of lateral translations), as well as theragpa plane of thelouble
bubble

While multi-finger interfaces enable good manipulationsigfsal objects through
their multiple contacts, it is not the case for single-palavices. The grasping of
objects with these devices can be tedious, thus raisingebe for interaction tech-
niques such as thmagnetic pinctio simplify the lifting and carrying of objects with
only two contact points. Applying a small magnet effect dbelp for maintaining
the grip of the object, although some issues remain. Natablging an object with
two haptic devices allows to translate the said object irdaéictions, as well as
rotate it using the relative position between the devicesthere is a degree of free-
dom that cannot be controlled at all with 3DoF devices. Algbile this technique
was developed for single-point interfaces, its relevamcerfulti-finger interaction
and the question of how to adapt it to that case remain to lBestuFinally, the
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base principles work perfectly for rigid bodies, but whettiey could work and/or
be adapted for interaction of deformable bodies is yet tadpéoeed.

It was shown that more issues arise when exploration angigiakappen simul-
taneously, mostly with single-point devices. Withutching drops tend to happen
during the temporary decoupling between devices and mowikile with thedou-
ble bubble the differences of velocities in rate control as well asetsnof activation
of rate control can lead to unwanted drops as well. Thusnigcles like thgoint
controlare required to handle these two classes of haptic interasitnmultaneously.
However, there are still several issues to be addressedblpit is still impossible
to rotate the viewport with an object in hand using tleeible bubble

6 Conclusion

This chapter focused on haptic interaction with VEs usiniiptb@ands, by overview-
ing several interaction techniques suited for two-handaptibs. Among them,
workspace extension techniques such asthehinganddouble bubbleallow bi-
manual haptic exploration of large VESs, the latter leadmgrhoother motions than
the former. While multi-finger interfaces allowed good hamgllof virtual objects
through their multiple contact points, single-point degstrongly benefit from in-
teraction techniques such as tiegnetic pinctthat maintain the contacts between
virtual proxies and picked objects. It is also apparent thete is a need for inter-
action techniques such as tjeént control at the interface of both navigation and
manipulation, as handling them separately leads to recuissues. Future work
will develop these techniques, notably by applying themewicks or proxies with
more contact points, to other types of simulations such &sm@ble objects, or to
interfaces with more degrees of freedom. Finally, intéosctechniques presented
in this chapter were used in simple virtual environmentshai very simple task,
and future work will assess their applicability and useésis for real applications
such as medical training or industrial prototyping.
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