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Preface

The papers in this volume were presented at the 21st International Symposium on
Stabilization, Safety, and Security of Distributed Systems (SSS 2019), held during
October 22–25, 2019, in Pisa, Italy.

SSS is an international forum for researchers and practitioners in the design and
development of distributed systems with a focus on systems that are able to provide
guarantees on their correctness, performance, and/or security in the face of an adverse
operational environment. Research in distributed systems is now at a crucial point in its
evolution, marked by the importance and variety of dynamic distributed systems such
as robotic networks, large-scale sensor networks, mobile ad hoc networks, blockchains
and peer-to-peer networks, cloud computing, and many others. Moreover, new
applications such as grid and Web services, distributed command and control, and a
vast array of decentralized computations in a variety of disciplines have driven the need
to ensure that distributed computations are self-stabilizing, safe, secure, and efficient.

SSS started as the Workshop on Self-Stabilizing Systems (WSS), the first two of
which were held in Austin in 1989 and in Las Vegas in 1995. Starting in 1995, the
workshop was held biennially; it was held in Santa Barbara (1997), Austin (1999), and
Lisbon (2001). As interest grew and the community expanded, in 2003 the title of the
forum was changed to the Symposium on Self-Stabilizing Systems (SSS). SSS was
organized in San Francisco in 2003 and in Barcelona in 2005. As SSS broadened its
scope and attracted researchers from other communities, significant changes were made
in 2006. It became an annual event, and the name of the conference was changed to the
International Symposium on Stabilization, Safety, and Security of Distributed Systems
(SSS). From then, SSS conferences were held in Dallas (2006), Paris (2007), Detroit
(2008), Lyon (2009), New York (2010), Grenoble (2011), Toronto (2012), Osaka
(2013), Paderborn (2014), Edmonton (2015), Lyon (2016), Boston (2017), and Tokyo
(2018). This edition marks the 30th year of the conference.

This year the program was organized into four tracks reflecting major trends related
to distributed systems: (A) Foundations of Distributed Computing (chaired by Mohsen
Ghaffari), (B) Moving and Computing (chaired by Yukiko Yamauchi), (C) Theoretical
and Practical Aspects of Self-stabilizing Systems (chaired by Mikhail Nesterenko), and
(D) Security and Privacy (chaired by Sara Tucci). We received 45 submissions from 20
countries. Each submission was reviewed by at least three Program Committee
members with the help of external reviewers. Out of the submitted papers, 21 were
selected for presentation as regular papers. The symposium also included seven brief
announcements. Selected extended papers from the symposium will be published in a
special issue of the journal Information and Computation. The committee also selected
the following papers to be awarded:

– Best Paper: Armando Castaneda, Pierre Fraigniaud, Ami Paz, Sergio Rajsbaum,
Matthieu Roy, and Corentin Travers: “Synchronous t-Resilient Consensus in
Arbitrary Graphs.”



– Best Student Paper: Shota Nagahama, Fukuhito Ooshita, and Michiko Inoue:
“Ring Exploration of Myopic Luminous Robots with Visibility More than One.”

On behalf of the Program Committee, we would like to thank all the authors who
submitted their work to SSS.

We sincerely acknowledge the tremendous time and effort that the Program
Committee members invested in the symposium. We are grateful to the external
reviewers for their valuable and insightful comments and to EasyChair for largely
simplifying the reviewing process and the preparation of the proceedings.

We also thank the SSS Steering Committee for invaluable advice. We gratefully
acknowledge the Organizing Committee chaired by Giuseppe Prencipe and the pub-
licity chair Doina Bein for their time and effort that greatly contributed to the success of
this symposium. This conference was supported by the “Gruppo Nazionale per il
Calcolo Scientifico” (GNCS – INdAM).

September 2019 Mohsen Ghaffari
Mikhail Nesterenko

Sébastien Tixeuil
Sara Tucci

Yukiko Yamauchi
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Moving and Computing
in Time-Varying Graphs

Paola Flocchini

University of Ottawa, Canada
paola.flocchini@uottawa.ca

Abstract. The study of mobile entities operating in discrete environments or in
continuous spaces (Moving and Computing) has been quite extensive in the past
two decades (for a recent account of the research in the area, see [16] and
chapters therein).

The investigations in discrete spaces have been carried out under a variety of
models and assumptions, depending on the environment where the entities
operate (the graph topology), the type of communication mechanisms they use
(e.g., face to face, whiteboards, wireless), the degree of synchronization of the
network (e.g., fully synchronous, semi-synchronous, asynchronous), the level of
knowledge the entities have about the environment (e.g., topological knowledge,
sense of direction, size of the agents’ team), the amount of persistent memory
of the entities (e.g., no memory, constant memory, unbounded memory), etc.

In spite of all these differences, until recently a common assumption has been
the fact that the environment where the entities move is static, that is the
topology of the graph does not change during the computation.

Researchers in distributed computing have recently started to investigate
classical problems by mobile agents moving on time-varying graphs (TGV) [4],
that is graphs where the structure of the links keeps changing and where these
topological changes are not sporadic or anomalous, but rather inherent in the
nature of the network.

Moving and computing in TVGs has been studied especially in the context of
graph exploration, both in centralized settings (e.g., [10–12, 19, 22]) as well as
in distributed ones [2, 3, 8, 14, 15, 17, 18, 20, 21]. Other mobile agents prob-
lems have been studied as well, e.g., gathering [9], patrolling [5], grouping [6],
dispersion [1], and cops and robbers [13]; for a recent survey, see [7].

In this talk, I review recent results on distributed computations by mobile
agents operating in time-varying graphs, indicating open questions, unexplored
problems, and future research directions.

References

1. Agarwalla, A., Augustine, J., Moses, Jr. W.K., Madhav, S., Sridhar, A.K.: Deterministic
dispersion of mobile robots in dynamic rings. In: 19th International Conference on Distributed
Computing and Networking (ICDCN), pp. 1–4 (2018)

This work was supported in part by an NSERC Discovery Grant and the University Research Chair.



xii P. Flocchini

2. Bournat, M., Datta, A.K., Dubois, S.: Self-stabilizing robots in highly dynamic environ-
ments. Theor. Comput. Sci. 772, 88–110 (2019)

3. Bournat, M., Dubois, S., Petit, F.: Computability of perpetual exploration in highly dynamic
rings. In: 37th International Conference on Distributed Computing Systems (ICDCS),
pp. 794–804 (2017)

4. Casteigts, A., Flocchini, P., Quattrociocchi, W., Santoro, N.: Time-varying graphs and
dynamic networks. Int. J. Parallel Emergent Distrib. Syst. 27(5), 387–408 (2012)

5. Das, S., Di Luna, G.A., Gasieniec, L.A.: Patrolling on dynamic ring networks. In: Catania,
B., Královič, R., Nawrocki, J., Pighizzini, G. (eds.) SOFSEM 2019. LNCS, vol. 11376,
pp. 150–163. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-10801-4_13

6. Das, S., Di Luna. G., Pagli. L., Prencipe. G.: Compacting and grouping mobile agents on
dynamic rings. In: Gopal, T., Watada, J. (eds.) TAMC 2019. LNCS, vol. 11436, pp. 114–
133. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-14812-6_8

7. Di Luna, G.A.: Mobile Agents on Dynamic Graphs. Chap. 20 of [16], pp. 549–584 (2019)
8. Di Luna, G.A., Dobrev, S., Flocchini, P., Santoro, N.: Live exploration of dynamic rings. In:

IEEE 36th International Conference on Distributed Computing Systems (ICDCS), pp. 570–
579 (2016)

9. Di Luna, G.A., Flocchini, P., Pagli, L., Santoro, N., Viglietta, G.: Gathering in dynamic
rings. Theor. Comput. Sci. (2019)

10. Erlebach, T., Hoffmann, M., Kammer, F.: On temporal graph exploration. In: Halldórsson,
M., Iwama, K., Kobayashi, N., Speckmann, B. (eds.) ICALP 2015. LNCS, vol. 9134,
pp. 444–455 . Springer, Heidelberg (2015). https://doi.org/10.1007/978-3-662-47672-7_36

11. Erlebach, T., Kammer, F., Luo, K., Sajenko, A., Spooner, J.T.: Two moves per time step
make a difference. In: 46th International. Colloquium on Automata, Languages, and Pro-
gramming (ICALP), pp. 1–14 (2019)

12. Erlebach, T., Spooner, J.T.: Faster exploration of degree-bounded temporal graphs. In: 43rd
International Symposium on Mathematical Foundations of Computer Science (MFCS 2018),
pp. 1–13 (2018)

13. Erlebach, T., Spooner, J.T.: A game of cops and robbers on graphs with periodic
edge-connectivity, CoRR abs/1908.06828 (2019)

14. Flocchini, P., Kellett, M., Mason, P., Santoro, N.: Searching for black holes in subways.
Theory Comput. Syst. 50(1), 158–184 (2012)

15. Flocchini, P., Mans, B., Santoro, N.: On the exploration of time-varying networks. Theor.
Comput. Sci. 469, 53–68 (2013)

16. Flocchini, P., Prencipe, G., Santoro, N. (eds.): Distributed Computing by Mobile Entities.
Springer (2019)

17. Gotoh, T., Flocchini, P., Masuzawa, T., Santoro, N.: Tight bounds on exploration of tem-
poral graphs. Manuscript (2019)

18. Gotoh, T., Sudo, Y., Ooshita, F., Kakugawa, H., Masuzawa, T.: Group exploration of
dynamic tori. In: IEEE 38th International Conference on Distributed Computing Systems
(ICDCS), pp. 775–785 (2018)

19. Ilcinkas, D., Klasing, R., Wade, A.M.: Exploration of constantly connected dynamic graphs
based on cactuses. In: Halldórsson, M.M. (eds.) SIROCCO 2014. LNCS, vol. 8576,
pp. 250–262. Springer, Cham (2014). https://doi.org/10.1007/978-3-319-09620-9_20

20. Ilcinkas, D., Wade, A.M.: On the power of waiting when exploring public transportation
systems. In: 15th International Conference on Principles of Distributed Systems (OPODIS),
pp. 451–464 (2011)

21. Ilcinkas, D., Wade, A.M.: Exploration of the T-interval-connected dynamic graphs: the case
of the ring. Theory Comput. Syst. 62(4), 1144–1160 (2018)

22. Michail, O., Spirakis, P.: Traveling salesman problems in temporal graphs. Theor. Comput.
Sci. 634, 1–23 (2016)

https://doi.org/10.1007/978-3-030-10801-4_13
https://doi.org/10.1007/978-3-030-14812-6_8
https://doi.org/10.1007/978-3-662-47672-7_36
https://doi.org/10.1007/978-3-319-09620-9_20


What Can Be Computed Asynchronously

Petr Kuznetsov

LTCI, Télécom Paris, Institut Polytechnique Paris
petr.kuznetsov@telecom-paris.fr

Abstract. When we devise a computing system, it makes sense to assume as
little as possible about the environment in which the system is expected to run.
For example, asynchronous distributed systems do not rely on timing assump-
tions, which makes them extremely robust with respect to communication dis-
ruptions and computational delays. It is, however, notoriously difficult and
sometimes even impossible to make such systems fault-tolerant.

In this talk, we try to understand what can and what cannot be computed in
an asynchronous and fault-tolerant manner. We focus on the problem of
implementing a replicated service, where a collection of servers maintain
replicas of the service state and respond to the clients requests.

The folklore CAP theorem [2, 3] states that no replicated service can
combine (strong) consistency, availability, and partition-tolerance. To encom-
pass scenarios in which partitions cannot be avoided, the notion of eventual
consistency has been introduced [12] and classes of objects that allow for
asynchronous eventually consistent implementations have been studied [11]. We
show, however, that a universal eventually consistent replicated service which,
intuitively, can be used to obtain an eventually consistent distributed version of
any sequential service, cannot be implemented without nontrivial synchrony
assumptions [4].

In the case when partitions are excluded, e.g., by assuming that a majority of
replicas are correct, building a strongly consistent universal construction is
equivalent to solving consensus [9, 10]. Intuitively, consensus is used here to
ensure that concurrent operations on the replicated service are totally ordered.
As no fault-tolerant asynchronous solution to consensus exists [6], one may ask
if there is an asynchronous universal abstraction, analogous to consensus in
partially synchronous systems. We argue that lattice agreement [1, 5] can be
seen as such an abstraction. We observe that many important applications
tolerate specific lattice partial orders on their operations and, therefore, can be
implemented asynchronously using lattice agreement. As an example, we
consider the asset transfer problem that lies at the core of modern cryptocur-
rencies [7]. Finally, we discuss how randomized asynchronous algorithms can
circumvent consistency and complexity barriers of deterministic ones [8].
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Amoebots and Beyond: Models
and Approaches for Programmable Matter

Christian Scheideler

Department of Computer Science, Paderborn University, Paderborn, Germany
scheideler@upb.de

Abstract. “Programmable matter” is a term originally coined by Toffoli and
Margolus in 1991 to refer to an ensemble of fine-grained computing elements
that has the ability to change its physical properties (such as shape, density,
moduli, conductivity, optical properties, etc.) based on user input or autonomous
sensing. There has already been a significant amount of research on pro-
grammable matter across multiple disciplines, including physics (e.g., crystals
and complex fluids), chemistry (e.g., metamaterials and shape-changing mole-
cules), bioengineering (DNA self-assembly and cell engineering), and robotics
(modular robotics and nano robotics). However, so far there does not exist any
particular guideline for designing and managing programmable matter. Hence,
now is the ideal time to investigate reasonable models and primitives for this
matter so that it can be used effectively in applications that it is destined for.
I will present the amoebot model (with some recent extensions) and show that it
can be used for typical applications like shape formation and coating. However,
many aspects have not been considered yet though they are crucial for pro-
grammable matter to become a reality, including energy, fault-tolerance, forces
(like gravity in the 3D case), and non-local coordination and movements.
Therefore, I will also discuss possible extensions of the amoebot model to
address these issues.
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Hands on Blockchains

Quentin Bramas

ICUBE, University of Strasbourg, CNRS, France
bramas@unistra.fr

Abstract. When Bitcoin was introduced 11 years ago, it created a lot of
opportunities for academics and industrial. Basically, the Bitcoin protocol is a
distributed database specifically built for exchanging cryptocurrency, but it
works between any number of unknown participants. The core protocol was
soon after used to store other kind of data for different purposes. Each appli-
cation, running on its own Blockchain, is executed by all the participants that
may or may not know or trust each other.

Then, Ethereum was created as a single clockchain that can execute arbitrary
applications, called smart-contracts. Applications can interact together on the
Ethereum blockchain and functions can be triggered by transactions. Ethereum
makes it very easy to develop new distributed applications. And looking at its
code, one can easily trust an applications, even if it has been developed by
someone unknown. This adds value to the data stored by an application in the
blockchain as a participant really owns its data (input data comes from signed
transactions).

One famous example is the cryptokitties game where anyone can buy,
exchange and breed virtual cats. The game would probably not have gained
much attention if the virtual cat owners were just defined by rows in a standard
database. Instead, cats are associated with the public key of their owner and only
the owner of the private key can sell a cat, without intermediary.

In this tutorial I will present quickly how Ethereum makes that possible.
Then, I will develop a small application. To achieve this, I will present the
Solidity language, how to compile, deploy, and interact with a smart-contract.
I will also present several important cryptographic primitives that allow, for
instance, proving something without revealing too much information.

Keywords: Blockchain � Distributed ledger technologies � Ethereum �
Smart-contract.
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The Theory of Blockchains

Antonella Del Pozzo

CEA LIST, PC 174, 91191, Gif-sur-Yvette, France
antonella.delpozzo@cea.fr

Abstract. The blockchain technology appeared for the first time in 2008 in the
white paper of Satoshi Nakamoto, where it was designed to be the fully dis-
tributed ledger behind the first decentralized cryptocurrency: Bitcoin. Briefly,
the blockchain is an append-only chain of blocks, such that in the Bitcoin case, it
contains all the Bitcoin transactions that, once confirmed in the blockchain, can
be reverted only with a small probability that becomes negligible with time.

Blockchain is not only Bitcoin. Indeed after 2008, different kind of block-
chains have been further defined and for different purposes rather than cryp-
tocurrencies, making clear that the Blockchain technology can serve as a more
general notarization tool that can be employed when there is the need to notarize
information produced by entities that do not necessarily trust each other. Indeed,
with the blockchain they can trust that the information in the blockchain are
immutable.

The goal of this tutorial is to understand the main mechanisms behind the
Bitcoin blockchain such as the blockchain object structure itself, how the blocks
are appended, and the kind of information contained in the blocks. Indeed,
blocks do not contain only transactions but also non-turing complete scripts
allowing flexibility in the transaction management or the creation of side chains
payment channels.

The takeaway of this tutorial is the understanding of the blockchain tech-
nology itself, its potentialities and limitations, using the Bitcoin blockchain as a
case study.
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