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IoT Streams 2020 Preface

Maintenance is a critical issue in the industrial context for preventing high costs and
injuries. Various industries are moving more and more toward digitization and col-
lecting “big data” to enable or improve the accuracy of their predictions. At the same
time, the emerging technologies of Industry 4.0 empower data production and
exchange, which leads to new concepts and methodologies for the exploitation of large
datasets in maintenance. The intensive research effort in data-driven Predictive
Maintenance (PdM) is producing encouraging results. Therefore, the main objective of
this workshop is to raise awareness of research trends and promote interdisciplinary
discussion in this field.

Data-driven predictive maintenance must deal with big streaming data and handle
concept drift due to both changing external conditions and also normal wear of the
equipment. It requires combining multiple data sources, and the resulting datasets are
often highly imbalanced. The knowledge about the systems is detailed, but in many
scenarios there is a large diversity in both model configurations as well as their usage,
additionally complicated by low data quality and high uncertainty in the labels. Many
recent advancements in supervised and unsupervised machine learning, representation
learning, anomaly detection, visual analytics and similar areas can be showcased in this
domain. Therefore, the overlap in research between machine learning and predictive
maintenance has continued to increase in recent years.

This event was an opportunity to bring together researchers and engineers to discuss
emerging topics and key trends. Both the previous edition of the workshop at ECML
2019 and the latest edition at ECML 2020 have been very popular.

Aims and Scope

This workshop welcomed research papers using Data Mining and Machine Learning
(Artificial Intelligence in general) to address the challenges and answer questions
related to the problem of predictive maintenance. For example, when to perform
maintenance actions, how to estimate components’ current and future status, which
data should be used, what decision support tools should be developed for prognostic
use, how to improve the estimation accuracy of remaining useful life, and similar. It
solicited original work, already completed or in progress. Position papers were also
considered. The scope of the workshop covered, but was not limited to, the following:

• Predictive and Prescriptive Maintenance
• Fault Detection and Diagnosis (FDD)
• Fault Isolation and Identification
• Anomaly Detection (AD)
• Estimation of Remaining Useful Life of Components, Machines, etc.
• Forecasting of Product and Process Quality
• Early Failure and Anomaly Detection and Analysis
• Automatic Process Optimization



• Self-healing and Self-correction
• Incremental and evolving (data-driven and hybrid) models for FDD and AD
• Self-adaptive time-series-based models for prognostics and forecasting
• Adaptive signal processing techniques for FDD and forecasting
• Concept Drift issues in dynamic predictive maintenance systems
• Active learning and Design of Experiment (DoE) in dynamic predictive

maintenance
• Industrial process monitoring and modelling
• Maintenance scheduling and on-demand maintenance planning
• Visual analytics and interactive Machine Learning
• Analysis of usage patterns
• Explainable AI for predictive maintenance

It covered real-world applications such as:

• Manufacturing systems
• Transport systems (including roads, railways, aerospace and more)
• Energy and power systems and networks (wind turbines, solar plants and more)
• Smart management of energy demand/response
• Production Processes and Factories of the Future (FoF)
• Power generation and distribution systems
• Intrusion detection and cybersecurity
• Internet of Things
• Smart cities

We received a total of 19 papers and 13 of those were accepted. Each paper was
reviewed by three PC members and camera ready papers were prepared based on the
reviewers’ comments.

Many people contributed to making this workshop a successful event. We would
like to thank the Program Committee members and additional reviewers for their
detailed and constructive reviews, the authors for their well-prepared presentations, and
all workshop attendees for their engagement and participation.
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ITEM 2020 Preface

Background

There is an increasing need for real-time intelligent data analytics, driven by a world of
Big Data and society’s need for pervasive intelligent devices. Application examples
include wearables for health and recreational purposes, infrastructure such as smart
cities, transportation and smart power grids, e-commerce and Industry 4.0, and
autonomous robots including self-driving cars. Most applications share facts like large
data volumes, real-time requirements and limited resources including processor,
memory and network. Often, battery life is a concern, data might be large but possibly
incomplete, and probably most important, data can be uncertain. Notably, often
powerful cloud services are unavailable, or not an option due to latency or privacy
constraints.

For these tasks, Machine Learning (ML) is among the most promising approaches to
address learning and reasoning under uncertainty. In particular deep learning methods
in general are well-established supervised or unsupervised ML methods, and well
understood with regard to compute/data requirements, accuracy and (partly) general-
ization. Today’s deep learning algorithms dramatically advance state-of-the-art
performance in terms of accuracy of the vast majority of AI tasks. Examples include
image and speech processing such as image recognition, segmentation, object
localization, multi-channel speech enhancement and speech recognition, and signal
processing such as radar signal denoising, with applications as broad as robotics,
medicine, autonomous navigation, recommender systems, etc.

As a result, ML is embedded in various compute devices, ranging from power cloud
systems over fog and edge computing to smart devices. Due to the demanding nature of
this workload, which is heavily compute- and memory-intensive, virtually all
deployments are limited by resources, this being particularly true for edge, mobile
and IoT. Among the results of these constraints are various specialized processor
architectures, which are tailored for particular ML tasks. While this is helpful for a
particular task, ML is advancing fast and new methods are introduced frequently.
Notably, one can observe that very often the requirements of such tasks advance faster
than the performance of new compute hardware, increasing the gap between
application and compute hardware. This observation is emphasized by the slowing
down of Moore’s law, which used to deliver constant performance scaling over
decades.

Furthermore, to address uncertainty and limited data, and to improve in general the
robustness of ML, new methods are required, with examples including Bayesian
approaches, sum-product networks, capsule networks, graph-based neural networks
and many more. One can observe that, compared with deep convolutional neural
networks, computations can be fundamentally different, compute requirements can
substantially increase, and underlying properties like structure in computation are often
lost.



As a result, we observe a strong need for new ML methods to address the
requirements of emerging workloads deployed in the real world, such as uncertainty,
robustness and limited data. In order to not hinder the deployment of such methods on
various computing devices, and to address the gap between application and compute
hardware, we furthermore need a variety of tools. As such, this workshop aimed to
gather new ideas and concepts on ML methods for real-world deployment, methods for
compression and related complexity reduction tools, dedicated hardware for emerging
ML tasks, and associated tooling like compilers and mappers. Similarly, the workshop
also aimed to serve as a platform to gather experts from ML and systems to jointly
tackle these problems, creating an atmosphere of open discussions and other
interactions.

Workshop Summary

In September 2020, the first edition of ITEM took place, collocated with ECML-PKDD
as the premier European machine learning and data mining conference. Even though
the workshop had to take place virtually, there was a lively discussion and interaction,
also due to inspiring keynote presentations by Luca Benini from ETH Zürich (“From
Near-Sensor to In-Sensor AI”) and Song Han from MIT (“MCUNet: TinyNAS and
TinyEngine on Microcontrollers”). Those keynotes created the right environment for a
couple of contributed talks in the areas of hardware, methods and quantization, coming
from institutions including Universidade da Coruña, Heidelberg University, Bosch
Research, University of Duisburg-Essen, Technical University of Munich, KU Leuven,
Università di Bologna and Graz University of Technology, among others.

Early take-aways include on the hardware side observations on open-source digital
hardware (PULP) as well as analog hardware (BrainScaleS-2) as promising emerging
alternatives to established architectures, that code generation for specialized hardware
can be challenging, and that designing processor arrays is more difficult than one might
think. From a methodological point of view, 8bit seems to be a natural constant when it
comes to quantization, and time-multiplexing as well as on-device learning can be
viable options. On the compression side, observations include that predictive
confidence can help dynamic approaches to switching among models, heterogeneous
uniform quantization as well as application-specific (radar) quantization.

Outlook

It is planned to continue ITEM for the next couple of years, so any interested researcher
or scientist is invited to contribute to future editions. Also, while ITEM’s main focus is
to be an academic platform with peer-reviewed contributions, there is also a more
informal counterpart called the Workshop on Embedded Machine Learning (WEML),
which is held annually at Heidelberg University. WEML is distinguished from ITEM
by being a platform that only includes invited presentations from the community for
mutual updates on recent insights and trends, but without the rigorous demands of
scientific peer review. For more information about these two workshops, please refer
to:
ITEM: https://www.item-workshop.org
WEML: https://www.deepchip.org
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Finally, the co-organizers of ITEM would like to acknowledge the comprehensive
commitment of the Workshop Co-Chairs at ECML-PKDD (Myra Spiliopoulou and
Willem Waegeman), who had to face a mandatory shift to online events due to the
pandemic, which they handled very swiftly and with excellent communication and
organization. Similar acknowledgements go to the time and effort spent by our program
committee, and last but not least the strong commitment of our program chair
(Benjamin Klenk). Ultimate acknowledgement goes to Springer for publishing the
workshop’s proceedings.

Holger Fröning
Franz Pernkopf
Gregor Schiele
Michaela Blott
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