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Preface

In today’s high-performance computing (HPC) environment, systems with
heterogeneous node architectures providing multiple levels of parallelism are
omnipresent. Architectures are evolving rapidly as we speak. Nodes in a future exascale
system may also consist of GPU-like accelerators combined with other accelerators
to provide improved performance for a wider variety of application kernels. The
accelerators have become more usable in recent years, often providing high bandwidth
memory with sufficient capacity to fit more of a scientific application’s working set,
hardware-managed caches, and the ability to implicitly access CPU data without the
need for explicit data management. As a result, scientific software developers are being
offered a rich platform to exploit the multiple levels of parallelism in their applications.

With increasing complexity to exploit the maximum available parallelism, the
importance of programming approaches that can provide performance, scalability, and
portability is increasing. Historically, the favored portable approaches, and sole focus of
our earlier workshops, were OpenMP offloading and OpenACC. Today, we recognize
there are other options and have extended the workshop to include use of standard
Fortran/C++, SYCL, DPC++, Kokkos, and Raja among several others that can provide
scalable as well as portable parallel solutions without compromising on performance.
It is highly desirable that programmers are able to keep a single code base to help ease
maintenance and avoid the need to debug multiple versions of the same code.

These proceedings contain the papers accepted for presentation at the 8th Workshop
on Accelerator Programming using Directives (WACCPD 2021)—https://www.wac
cpd.org. WACCPD is one of the major forums for bringing together users, developers,
and the software and tools community to share knowledge and experiences when
programming emerging complex parallel computing systems.

As in previous years, the workshop highlighted improvements to the state of the art
through the accepted papers and prompted discussion through keynotes that drew the
community’s attention to key areas that will facilitate the transition to accelerator-based
HPC. Theworkshop aimed to showcase all aspects of heterogeneous systems, discussing
innovative high-level language features, lessons learnedwhile using directives tomigrate
scientific legacy code to parallel processors, compilation, and runtime scheduling
techniques, among others.

The WACCPD 2021 workshop received 11 submissions out of which seven were
accepted to be presented at the workshop and published in these proceedings. The
Program Committee of the workshop comprised 24 members spanning universities,
national laboratories, and industries. Each paper received a minimum of three single-
blind reviews. A new role of “Proceedings/Reproducibility Chair” was added to
further help with the reproducibility initiative. This role was ably filled by Ronnie
Chatterjee from Lawrence Berkeley National Laboratory. Similar to WACCPD 2020,
we encouraged all authors to add the Artifact Description (AD) to their submissions
and make their code and data publicly available (e.g. on GitHub, Zenodo, Code Ocean)
in support of the reproducibility initiative. As a further push, only papers with AD

https://www.waccpd.org
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were considered for the Best Paper Award. Of the seven accepted papers, two had
reproducibility information and these manuscripts are highlighted with an ‘artifacts
available’ logo in this book.

The program co-chairs invited Barbara Chapman from Hewlett Packard Enterprise
(HPE) to give a keynote address on “New Frontiers for Directives”. Barbara Chapman
was a Professor of Computer Science for over 20 years, performing research on parallel
programming interfaces and their implementation. Currently at HPE, she is defining
future directions for the HPE Cray Programming Environment but remains affiliated
with the Department of Computer Science and the Institute for Advanced Computational
Science at Stony Brook University, where her team is engaged in efforts to develop
community standards for parallel programming, including OpenMP, OpenACC, and
OpenSHMEM.

Mathew Colgrove from NVIDIA Corporation and Sunita Chandrasekarn from the
University of Delaware gave an invited talk titled “Introducing SPEChpc 2021”.Mathew
Colgrove is anNVIDIADevTech engineerworkingwith theNVHPCcompiler team.Mat
is also NVIDIA’s representative on SPEC’s CPU and HPG benchmarking committees.
As well as serving on SPEC’s Board of Directors, Mat holds several officer positions
including Release Manager for SPEC HPG and SPEC’s Vice-President of Operations.
Sunita Chandrasekaran is an Associate Professor with the Department of Computer and
Information Sciences at the University of Delaware, USA. She is also a computational
scientist with Brookhaven National Laboratory. She received her Ph.D. in 2012 on
Tools and Algorithms for High-Level Algorithm Mapping to FPGAs from the School
of Computer Science and Engineering, Nanyang Technological University, Singapore.

The workshop concluded with a panel on “Publicly-available directive test suites for
heterogeneous architectures” moderated by Christopher Daley from Lawrence Berkeley
National Laboratory. The panelists included

– Swaroop Pophale, Oak Ridge National Laboratory, USA
– Michael Kruse, Argonne National Laboratory, USA
– Brandon Cook, Lawrence Berkeley National Laboratory, USA
– Mathew Colgrove, NVIDIA Corporation, USA
– Rahulkumar Gayatri, Lawrence Berkeley National Laboratory, USA

Based on rigorous reviews and ranking scores of all papers reviewed, the following
paper won the Best Paper Award. The authors of the Best Paper Award also included
reproducibility results to their paper, which the WACCPD workshop organizers had
indicated as a criteria to be eligible to compete for the Best Paper Award.

– Miko Stulajter, Ronald Caplan, and Jon Linker from Predictive Science Inc.: “Can
Fortran’s ‘do concurrent’ Replace Directives for Accelerated Computing?”.

An honorable mention for Best Artifact Description/Artifact Evaluation was
presented to

– Kohei Fujita, Yuma Kikuchi, Tsuyoshi Ichimura, Muneo Hori, Lalith Maddegedara,
and Naonori Ueda from the University of Tokyo, Riken, and the Japan Agency for
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Marine-Earth Science and Technology: “GPU porting of scalable implicit solver with
Green’s function-based neural networks by OpenACC”.

These winners received prizes sponsored by NVIDIA Corporation.
Like last year, 2021 was (unfortunately) again a challenging year, as the world is

trying to recover from the devastating effects of the COVID-19 pandemic. Major events
around the world were canceled or scaled-down. Most computer conferences switched
to virtual or hybrid formats. To this end, Supercomputing 2021 was held in a hybrid
format for the first time. Similar to last year, WACCPD 2021 was again a fully virtual
workshop. Thanks to all of you that contributed to its success! Hopefully, we will be
able to meet in person again next time. Stay tuned!

December 2021 Sridutt Bhalachandra
Christopher Daley

Verónica Melesse Vergara
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