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Abstract. Remote Attestation (RA) is a security mechanism that al-
lows a centralized trusted entity (Verifier) to check the trustworthiness
of a potentially compromised IoT device (Prover). With the tsunami of
interconnected IoT devices, the advancement of swarm RA schemes that
efficiently attest large IoT networks has become crucial. Recent swarm
RA approaches work towards distributing the attestation verification
from a centralized Verifier to many Verifiers. However, the assumption
of trusted Verifiers in the swarm is not practical in large networks. In
addition, the state-of-the-art RA schemes do not establish network-wide
decentralized trust among the interacting devices in the swarm. This pa-
per proposes PERMANENT, a Publicly Verifiable Remote Attestation
protocol for Internet of Things through Blockchain, which stores the his-
torical attestation results of all devices in a blockchain and allows each
interacting device to obtain the attestation result. PERMANENT en-
ables devices to make a trust decision based on the historical attestation
results. This feature allows the interaction among trustworthy devices (or
with a trust score over a certain threshold) without the computational
overhead of attesting every participating device before each interaction.
We validate PERMANENT with a proof-of-concept implementation, us-
ing Hyperledger Sawtooth as the underlying blockchain. The conducted
experiments confirm the feasibility of the PERMANENT protocol.

Keywords: Remote attestation; Internet of Things; Blockchain; Public
verifiability

1 Introduction

With the rapid evolution of the Internet-of-Things (IoT), many smart devices
are increasingly becoming interconnected, working together in remote locations
and performing many collaborative tasks without human intervention. Often IoT
devices perform safety-critical operations and process sensitive information, thus,
these devices are continuously targeted from many cyber attacks [25, 30, 17, 19].
While it is challenging to protect resource-constrained devices with conventional
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security mechanisms, Remote Attestation (RA) has emerged as a lightweight
security method that verifies whether devices have been compromised or not.
Traditional RA is a challenge-response protocol between a trusted party called
Verifier (Vrf ) and an untrusted remote device called Prover (Prv). Specifically,
at the attestation time, the Vrf sends a challenge to the Prv , the Prv responds
by sending reliable evidence about its software state to the Vrf . This evidence
consists of performing a software measurement (i.e., computing a checksum or
hash) usually over the static memory content of a device which allows the Vrf to
detect the malware presence on Prv ’s device. However, traditional challenge-
response RA protocols pose scalability challenges for large IoT systems [3].

In order to overcome the scalability challenges of RA, many swarm RA
schemes ([8], [5], [4], to mention only a few) have been proposed in the literature
to allow a trusted Vrf to attest large-scale IoT networks. The state-of-the-art
RA approaches typically rely on the presence of multiple Verifiers in the swarm
for verification. Nevertheless, the assumption of trusted Verifiers is often not
practical in large networks. Moreover, the existing RA schemes do not establish
network-wide decentralized trust among the interacting devices in the swarm.

Contribution of the Paper. We argue that, to establish trust in multi-
party large IoT networks, blockchain is a promising technology [14]. In particular,
the immutability of blockchain guarantees the reliability of IoT data stored in
blockchain transactions. Moreover, all the historical transactions stored in the
blockchain are traceable. While these properties are important in improving
IoT data security in general, they can potentially play a key role in securing
attestation evidence of IoT devices.

To the best of our knowledge, this paper proposes the first RA protocol
that uses blockchain technology to make RA publicly verifiable. Specifically,
instead of relying on any single trusted third party, we rely on permissioned
blockchains [18] to establish trust in a decentralized manner. In our approach,
devices perform self-attestation [22], [11], [27] which gets triggered by a timer
stored in the device’s trusted component. Then, we leverage the timer of Proof-
of-Elapsed-Time (PoET) consensus mechanism to combine it with the device’s
timer used for self-attestation in order to reach consensus without additional
interactions. The proposed protocol utilizes the blockchain-based history of the
devices attestation to evaluate the trustworthiness of IoT devices. The paper
brings the following two main contributions:

1. The paper designs PERMANENT, a novel RA protocol which leverages
blockchain technology to make the attestation result publicly verifiable and
decentralized. PERMANENT decides devices’ trustworthiness based on their
entire historical attestations evidence. This feature serves as a building block
to enable secure interactions among IoT devices.

2. The paper presents the proof-of-concept implementation of PERMANENT.
PERMANENT has been implemented and tested with HyperLedger Saw-
tooth using Proof-of-Elapsed-Time (PoET) as a consensus mechanism. Ex-
periments confirm the feasibility of the proposed solution.
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Outline. The remainder of this paper is organized as follows. Section 2
presents different RA approaches and compares PERMANENT with relevant
ones. System model and adversary model are described in Section 3 and Section
4, respectively. Next, PERMANENT protocol is detailed in Section 5 and its
proof-of-concept implementation presented in Section 6. Protocol limitations are
discussed in Section 7. Finally, Section 8 concludes the paper.

2 Related works

In general RA is classified into three categories: software-based, hardware-based
and hybrid RA. Software RA [29], [6] does not require specialized hardware com-
ponents but instead uses timing requirements to ensure the attestation code has
not been tampered with. However, software-based RA schemes rely on strong
adversarial assumptions and do not provide secure storage for protecting device’s
keys and the attestation code. To tackle this drawback, hardware-based RA relies
on specialized hardware components like Trusted Platform Module (TPM) [7]
to provide a root-of-trust. TPM consists of a coprocessor that performs software
measurements during system boot and securely stores RA cryptographic keys.
However, such a specialized hardware component for RA is expensive and not
practical for IoT devices. Hybrid RA [16], [10] relies only on minimal additional
hardware components, such as Read-Only Memory (ROM) and memory protec-
tion unit (MPU). The hardware components of hybrid approaches are cheaper,
making them more suitable for an IoT setting. Thus, the current state-of-the-art
RA protocols are based on hybrid architecture.

Self-triggering RA. Instead of following a classical on-demand challenge-
response protocol, self-attestation schemes self-trigger the attestation based on a
timer resided in a trusted component. SEED [22] is a non-interactive RA proto-
col where the RA time is determined from a pseudo-random number generator
(PRNG), for which both the Prv and the Vrf have the seed. Once the timer
is triggered, the Prv performs RA. Then, the Prv uses the shared symmetric
key to sign the RA result along with the RA time so that the Vrf can check the
Prv ’s trustworthiness and RA freshness. ERASMUS [11] is a RA protocol that
aims to solve the problem of on-demand RA requiring a device to stop normal
operations to perform RA. In ERASMUS, the Prv uses a reliable read-only clock
to perform RA at pre-defined times. The Prv then stores the RA results locally
in its memory, and the Vrf can collect a set of consecutive RA results. In this
way, the Vrf can identify a mobile adversary that tries to hide itself during RA.

Swarm RA. Swarm RA schemes (e.g., [8], [5], [4], [3]) focus on attesting a
group of devices efficiently. SEDA [8] constructs the network as a spanning tree
to allow efficient propagation of RA request and aggregation of the RA responses.
The aggregated RA result is then sent to a centralized trusted Vrf . SANA [5]
extends SEDA by employing a multi-signature scheme that aggregates the RA
results among a large group of devices. The usage of multi-signature makes the
RA publicly verifiable in SANA because anyone who knows that public key can
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Table 1. Remote Attestation schemes using Blockchain

RA scheme Public/Private Consensus Blockchain RA Decentralized

BARRET Public PoW Ethereum Any No

TM-COIN Public PoW Own Hardware No

DAN Private PBFT
HyperLedger

Fabric Hardware No

PERMANENT Private PoET
HyperLedger
Sawtooth Hybrid Yes

verify the aggregated RA result. In general, swarm RA schemes are on-demand
protocols initiated by a trusted Vrf .

Distributed RA. Distributed services RA schemes (e.g., [12], [13], [15]) aim
to attest a group of interacting devices that compose a distributed IoT service.
RADIS [13] performs control-flow RA of synchronous distributed services by
representing the entire control-flow execution of a distributed service as a sin-
gle hash value. SARA [15] attests asynchronous distributed IoT services in a
publish/subscribe IoT network. Both RADIS and SARA attest distributed ser-
vices while relying on the presence of a centralized trusted Vrf . Instead, the
distributed RA schemes (e.g., [2], [21], [24]) overcome the need for a centralized
trusted Vrf , e.g., a base station, to handle RA. In particular, devices in the
network play the role of the Prv and the Vrf . As such, devices in the network
attest each other. DIAT [2] performs control-flow RA for each pair of devices. In
US-AID [21], devices perform mutual attestations and store the result of their
neighbour to assess the health status of the entire network. In ESDRA [24],
each Prv gets attested by three different neighbours that assign a score to the
Prv . In the end, the Prv ’s score is reported to cluster-heads and then to the Vrf .
In distributed RA schemes, the verification process is distributed across many
Verifiers, but the RA results are not publicly verifiable.

2.1 Remote attestation using Blockchain

BARRET [9] aims to mitigate computational Denial of Service attacks by uti-
lizing an Ethereum blockchain. It works by forcing the Vrf to pay a computa-
tional fee to send a RA request, which is the fee for mining a blockchain block.
Since Verifiers have to pay this fee, they cannot send thousands of (valid) RA
requests to a Prv . In BARRET, a Vrf sends a RA request to the blockchain, and
the blockchain smart contract forwards this RA request to the Prv . Once the
Prv receives the request, it performs RA, submits the result to the blockchain,
and sends it to the Vrf . Then, the Vrf checks and submits the verification
result to the blockchain. TM-COIN [26] is a hardware-based RA scheme uti-
lizing blockchain to store the RA results. Here, a Vrf challenges a Prv , and the
Prv stores the evidence in the blockchain. At any time, the Vrf can check the
blockchain to see if a Prv is trustworthy. TM-COIN uses its own blockchain ar-
chitecture, a public blockchain with Proof-of-Work (PoW) consensus algorithm.
However, it is not a completely decentralized system since the miners are still
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Table 2. Overview of Consensus Algorithms efficiency

Algorithm Family Throughput Scalability Overhead

Proof-of-Work (PoW) Proof-of-X Low Low Computational

Proof-of-Authority (PoA) Proof-of-X Low High None

Proof-of-Stake (PoS) Proof-of-X Low Low None

Proof-of-Elapsed-Time (PoET) Proof-of-X Low High None

Proof-of-Capacity (PoC) Proof-of-X Low Low None

Proof-of-Burn (PoB) Proof-of-X Low Low None

Proof-of-Importance (PoI) Proof-of-X Low Low None

Byzantine Fault Tolerance (BFT) Voting High Low Communications

Crash Fault Tolerance (CFT) Voting High High Communications

responsible for performing the PoW and verifying the RA response. DAN [23] is
a hardware-based RA scheme that uses a Trusted Platform Module (TPM) as a
root-of-trust. It clusters devices into organizations where each organization has
a number of peer nodes responsible for interactions with the blockchain. Here, a
Vrf sends a challenge to the device and waits for the RA result. The peer node is
responsible for adding the result to the blockchain. In DAN, the proof-of-concept
implementation relies on HyperLedger Fabric and the peer nodes are containers
running on consumer desktops.

Discussion. Table 1 shows an overview of the three RA schemes utilizing
blockchain technology. It shows that two of them, BARRET and TM-COIN, use
public blockchains with PoW consensus algorithm. In contrast, DAN uses a pri-
vate blockchain with a Practical Byzantine Fault Tolerance (PBFT) consensus.
Furthermore, TM-COIN and DAN rely on specialized hardware components,
while BARRET abstracts away from the RA and hardware requirements. All
three schemes rely on trusted Verifiers to verify RA response and/or super nodes
to handle blockchain interactions. Thus, they are not completely decentralized.
Different from the existing blockchain-based RA schemes, PERMANENT aims
to provide a decentralized RA using a Hyperledger Sawtooth as a permissioned
blockchain with Proof-of-Elapsed-Time (PoET) as a consensus mechanism.

2.2 Blockchain Consensus Protocols

In designing a blockchain network, the choice of the consensus protocol is crucial
mainly due to its significant impact on performance. Table 2 presents an overview
of the consensus algorithms efficiency. While voting-based consensus protocols
provide a better performance, they introduce a communications overhead, which
is costly in an IoT environment. The PoX category has two protocols, PoET and
PoA, which both have high scalability, but they have a low throughput (Transac-
tions per second), which makes them poor choices if there are many transactions
to be added to the blockchain. However, in the RA context, the throughput is
a low priority metric because RA does not occur very often. To this end, PoET
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is a suitable consensus protocol with good performance, offering both low com-
putational and low communications overhead. In PoET consensus, each network
participant is given a random timer and the participant that has the shortest
time (the timer that expires first) becomes the block leader and produces the
new block. Thus, PoET brings an advantage in our proposed RA protocol: We
leverage PoET’s timer to combine it with the Prv ’s timer (protected by the
trusted component) used for self-attestation. In this way, when the timer trig-
gers RA, it also allows the device to add a new block in the blockchain with
the corresponding RA result. Additionally, in comparing different blockchains
architectures, the study in [28] shows that HyperLedger Sawtooth clearly out-
performs other HyperLedger blockchains in an IoT setting. Thus, in this paper,
we choose HyperLedger Sawtooth with PoET consensus algorithm.

3 System model

We consider a peer-to-peer (P2P) IoT network where untrusted IoT devices
interact among themselves. In such a system, each device must be authenticated
in order to join the permissioned blockchain network that uses Proof-of-Elapsed-
Time (PoET) consensus mechanism. Devices that are part of the network have
permission to add blocks in the blockchain. Unauthenticated entities have only
read permissions to the blockchain data. Each participating IoT device acts
both as a Prover (Prv) and Verifier (Vrf ). Note that we assume that devices are
trusted in the beginning when they authenticate to join the blockchain network
(e.g., they can be enforced to perform attestation), but they can be compromised
later, so in general we consider a network of untrusted devices.

We assume the presence of a Network Operator (OP ) that guarantees the se-
cure bootstrap of RA protocol and blockchain code deployed on each device. OP
computes the checksum (i.e., collision-resistant hash) of the device’s legitimate
software and stores the corresponding valid measurement inside each device. In
addition, the OP ensures secure key distribution among devices.

Device 1 Device 2
Time trigger

2 Self-attestation

3 Create a new block

1
4

Propagate the block

5 Verify the block

6 Check attestation
history of Device 1

7
Start interactionDevice 1 Device 2

P2P network

Fig. 1. Overview of interactions between two devices in the blockchain network

We consider the interactions among untrusted devices in a P2P blockchain
network, and for simplicity, Figure 1 depicts the interactions among two devices
in the network. The RA procedure starts when the timer of Device 1 gets trig-
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gered (Step 1 ). Then, Device 1 performs self-attestation by computing the soft-
ware measurement and comparing the computed result against the pre-stored
legitimate attestation value (1 if it matches and 0 otherwise) (Step 2 ), and
adds the boolean attestation result in a new blockchain block (Step 3 ). When
the new block is published to the blockchain, it is broadcasted and propagated
throughout the network (Step 4 ). When the peers (e.g., Device 2 in Figure 1)
receive the new block, they verify it by checking the device’s signature and the
signed timer (Step 5 ). Later, when Device 2 wants to communicate to another
device in the network (e.g., Device 1), it first checks the blockchain for the his-
torical results of the device’s attestation and then decides its trustworthiness
(Step 6 ). If the device is trustworthy above a pre-defined threshold, then these
two devices proceed with their interaction (Step 7 ).

4 Adversary model and Security requirements

4.1 Adversary model

In line with the adversary model described in [1], [3], and in particular, with
other swarm and self-attestation schemes (e.g., [22], [11], [8], [5]), we consider
an adversary with the following capabilities.

– Software adversary (Advsw): A Advsw exploits a vulnerability on Prv ’s
software and compromises the Prv by executing malicious code.

– Communication adversary (Advcomm): The Advcomm can forge, drop,
delay, and eavesdrop the exchanged messages among devices.

– Mobile adversary (Advmob): A Advmob tries to avoid detection by deleting
itself just before the execution of the attestation protocol starts.

– Replay attack: Any of the adversaries above can precompute a valid at-
testation response and responds with the old valid attestation response to
hide malware presence.

Assumptions. We assume that a Advsw does not compromise the hardware-
protected memory. Following the assumptions of other RA schemes [22], [11], we
rule out physical adversaries. While we do not consider Denial of Service (DoS)
and Distributed Denial of Service (DDoS) attacks, we limit these attacks by
relying on self-attestation approach where the attestation request is not initiated
by the Vrf . In addition, the current scope of the paper does not consider attacks
that directly target the blockchain.

Device requirements. In line with common assumptions of the state-of-
the-art RA schemes (e.g., [22], [15], [20], [20], [31] ), we assume the presence of
three trusted components inside a Prv .

– Read-Only Memory (ROM). The code of PERMANENT protocol and
blockchain reside in a ROM memory region, preventing software adversaries
Advsw from tampering with the code.
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– Secure key storage. This memory region stores securely the attestation
keys and the timer. It guarantees that device key is accessed only by the
PERMANENT protocol resided in ROM. The timer is the component re-
sponsible for scheduling RA, thus, it must be tamper-proof and unpredictable
by an adversary. To enforce unpredictability, a pseudo-random number gen-
erator (PRNG) is used for the time scheduler. Only PERMANENT protocol
and blockchain code have read permissions in this memory region.

– Real Time Clock (RTC). RTC is a real-time write-protected clock that a
software adversary cannot modify. RTC ensures that an attestation response
is generated at the current time and the adversary is not reusing old software
measurements.

4.2 Security requirements

Considering the adversarial model described in Section 4, we define the required
security properties in a blockchain-based RA protocol as follows.

– Integrity. The protocol should provide reliable evidence guaranteeing that
the attestation response of the Prv corresponds to software measurements of
the Prv at the attestation time (0 when the Prv is malicious, 1 otherwise).

– Integrity of communication data. The protocol should ensure the Prv ’s
exchanged data cannot be altered without it being detectable by other de-
vices participating in the network.

– Freshness. The protocol should ensure that the attestation time is random
and confidential. Any given attestation result should be reliably linked to a
new attestation time.

5 PERMANENT: Protocol proposal

This section describes in detail the four distinct phases that compose the pro-
posed PERMANENT protocol: (1) Bootstrap, (2) Attestation, (3) Verification,
and (4) History-based Trust Decision. Table 3 summarizes the terms used in
PERMANENT protocol.

5.1 Bootstrap

The Bootstrap Phase of PERMANENT is an offline procedure executed only
once at the beginning of the system deployment. During this phase, the operator
OP is responsible for securely deploying the devices, distributing and managing
the keys, and installing certificates on the devices. In particular, each device
Prv is initialized with an asymmetric signing key pair (SKPrv, PKPrv) and
an identity certificate cert(PKPrv) signed by OP , guaranteeing that PKPrv

belongs to Prv . This certificate is stored in the genesis block, so it cannot be
altered and is always available for devices to retrieve. Furthermore, each device
is initialized with the Op’s public key PKOP to be able to verify cert(PKPrv)
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Table 3. Notation Summary of PERMANENT protocol

Term Description

V rf Verifier
Prv Prover
OP System Operator
SKPrv Secret key of Prover
PKPrv Public key of Prover
Block The blockchain block containing

the attestation data
PRNG Pseudo-Random Number Generator
T imer Scheduled time
Seed The seed of PRNG
CreatedOn Timestamp of the blockchain block
Ψ Calculated Trust score
αi The result of the i’th attestation
n The number of attestation results stored

in the blockchain
cert(PKPrv) Identity certificate of Prover
SeedGenerator() A random generator function

of other devices without storing the public key of every participating device.
Furthermore, the OP stores a threshold value inside the device to indicate that
the device can interact only with other network devices with a trust score above
this pre-defined threshold value.

5.2 Attestation

In the following, we describe the attestation of a P2P network with intercon-
nected IoT devices. In such a system, only authenticated device join the per-
missioned blockchain network and add blocks to the blockchain. However, the
blockchain data are publicly readable even from unauthenticated entities. Alter-
natively, we can consider an IoT system with an edge layer consisting of higher-
end edge devices with a larger computational power and storage capacity than
the IoT devices. In that case, only a subset of devices deploys the blockchain. To
preserve the generality of the approach, in this paper we consider a distributed
P2P network where each authenticated device participates in the blockchain.

In PERMANENT, the attestation gets initialized by a timer inside the device.
The timer has two functions, scheduling function and triggering function for the
attestation. The scheduling function uses a pseudo-random number generator
(PRNG) for scheduling the attestation at unpredictable time within a pre-defined
time interval. The seed of the PRNG is generated by a random generator function
SeedGenerator(). We combine the self-attestation procedure and the blockchain
to use the same timer.

In PERMANENT, the device performs self-attestation, which means the at-
testation result is verified by the device itself (secured by a trusted component)
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and the output of attestation is 0 or 1 (failed or successful attestation). Once
the device completes the attestation, it creates a new blockchain block contain-
ing the necessary information required to verify the result and device identity.
Then, a Merkle Hash Tree is constructed in order to create the header for the
block. After the block has been created, it is propagated throughout the network
using a gossip protocol. When the block is published, the scheduled time and
the seed for the timer is signed and sent along with the block. Based on the
PRNG properties, other devices participating in the blockchain use the seed to
reproduce the scheduled time and verify that the device was actually allowed to
add a new block to the blockchain.

Block design for attestation. The attestation block contains all the data
produced during attestation transactions along with the hash of the previous
block added during block creation as shown in Figure 2. In particular, the at-
testation block contains an identifier (i.e., id or public key) for the device that
submitted the attestation result, the attestation result, the scheduled time, and
the created time. The scheduled time is used during the verification phase to
verify the validity of the attestation and detect replay attacks. The created time
is used later for the history-based trust decision.

Header

Device ID
RA result
ScheduledTime
CreatedOn
Previous hash

Fig. 2. Data structure for attestation block

5.3 Verification

The verification of published blocks is a three-step procedure: certificate ver-
ification, signature verification, and scheduled time verification. In the PoET
consensus protocol, a new block is added only when there is the respective de-
vices turn. Thus, the wait time (i.e., the scheduled time) should be verified before
adding the block to the blockchain in order to prevent participants from adding
a block at arbitrary times. In order to verify the scheduled time, the time and the
seed is signed with the private key of the publishing device, using their private
key. Since the other devices receive the seed when the block is published, they
are able to reproduce and verify the scheduled time. Figure 3 shows the flow of
the block verification. The verification procedure starts with a device receiving
the scheduled time Timer, the seed Seed, both signed with Prv ’s secret key
SKPrv, along with the block Block. Upon receiving these data, the device first
verifies the certificate. If the certificate is valid, then it verifies the signature of
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INIT

BLOCK
CREATION

BLOCK
VERIFICATION

CERTIFIED
Receive new Block

{SKPrv(Timer, Seed), Block} 
Get and verify certificate

Non-valid certificate

cert(PKPrv)

VerifySignature(SKPrv(Timer, Seed), cert(PKPrv))Non-valid signature

(Timer, Seed)

Verify scheduled time

Add new blockNon-valid  
scheduled time

Fig. 3. State Machine - Block Verification

the scheduled time and seed. Once the signature is verified, the device proceeds
with the verification of the scheduled time against the creation time CreatedOn
of the block to ensure the device was allowed to publish a block at this time. If
any of the checks fail, then the block is rejected and the device returns the Init
state, waiting for the next block to be published.

5.4 History-based Trust Decision

The objective of history-based trust decision is to allow devices to decide whether
or not to collaborate with another device based on the historical records of the
devices attestation stored in the blockchain. The historical records allow the trust
decision beyond the recent attestation result. Furthermore, the timestamped
blocks in the blockchain allow the attestations to be weighed based on their age,
for instance, that older attestations have a lower impact on the trust score.

In PERMANENT, the history-based trust score is a weighted average, where
the weight is calculated based on the age of the attestation. In particular, PER-
MANENT calculates the trust score by taking how long after the genesis block
the attestation result was made and divide it by how much time has actually
passed since the genesis block was created. Moreover, in PERMANENT, suc-
cessful attestations have a value of one, while failed attestations have a value
of minus one. This means that if a device failed an attestation a long time ago,
and after that it has passed successful attestations after that, then the failed at-
testation should not have the same impact as if the device failed more recently.
Note that we assume that after a device has failed the attestation the Network
Operator will bootstrap/update the device. In general, the update process is
considered out of scope of the RA objective. Thus, we do not provide further
process details, but we assume that a recent failed result is a stronger indicator
than an old one.

Equation 1 shows the calculation of the trust score.

Φ =

∑n
i=1(

CreatedOni−CreatedOngenesis

now−CreatedOngenesis
)× αi

n
| αi =

{
1 iff Attestation passed

−1 iff Attestation failed

(1)
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where Φ is the resulting trust score, CreatedOni is the created on timestamp
of the block for attestation i’th, CreatedOngenesis is the created on timestamp
of the genesis block, now is the timestamp of the current time, αi is the result
of the i’th attestation and n is the number of attestation results stored in the
blockchain. In this equation, α is one if the attestation passed and minus one if
it failed.

Figure 4 shows the evolution of the range of trust scores based on the number
of attestations evenly distributed over its lifetime. The maximum trust score is
shown with green and is the score if all attestations are passed. While all failed
attestations are shown in red. Any mix of passed and failed attestation will be
within the range between the green and the red graphs. Due to the weight, the

Fig. 4. Trust Score Range

range of the trust score decreases over time. From Figure 4 it is clear that when
time passes the devices cannot obtain the same score as when they are newly
deployed. This causes some challenges when trying to compare two devices with
different ages, even if both devices have passed all attestations.

To mitigate this and make the comparison more clear, the final trust score
is divided by the maximum trust score the device in question can obtain, as
in Equation 2. In this context, the final trust score shows how close the device
is to its maximum trustworthiness. Thus, when two devices passed all their
attestations, they will have the same final trust score and will be considered
equally trustworthy.

Ψ =
Φ

Φmax
(2)
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where Ψ is the final trust score, Φ is the trust score calculated in Equation 1,
and Φmax is the maximum trust score the device can achieve.

The maximum trust score Φmax is calculated as in Equation 1, but with α
always equal to one. This means the maximum trust score is determined by the
number of attestations and how long ago they where made. The calculation of
the maximum trust score is done as in Equation 3.

Φmax =

∑n
i=1(

CreatedOni−CreatedOngenesis

now−CreatedOngenesis
)

n
(3)

The final trust score can be in the range [−1, 1]. It will be negative if the total
weighed failed attestations have a higher value then the total weighed passed
attestations. This means if a device has a negative final trust score, it is highly
untrustworthy. To be trustworthy, a device should be in the positive range, where
a threshold for needed trustworthiness can be chosen, e.g, a final trust score of
Ψ ≥ 0.5. Furthermore, the final trust score allows for comparing devices, such
that Ψ1 = 0.3 > 0.1 = Ψ2 means that Device 1 is more trustworthy than Device
2, even though they are both below the threshold.

6 Implementation details and proof of concept

We implemented PERMANENT in Python, using Hyperledger Sawtooth as the
underlying blockchain. Hyperledger Sawtooth is a well supported blockchain
platform, which can use the PoET consensus algorithm. Docker has been used to
deploy each component in separate containers, simulating a network of devices.

The system consists of six components, namely, Validator, Rest-API, Trans-
action Processor, Settings Processor, and Consensus Engine. Each of these com-
ponents are deployed in individual Docker containers, while an IoT device can
include each component as depicted in Figure 5. Four of the aforementioned
components (i.e., Validator, Rest API, Settings Processor, and Consensus En-
gine) come with the HyperLedger Sawtooth platform and require no changes,
while two components (i.e., Client and Transaction Processor) are custom and
contain the logic of the application.

6.1 Client

The Client contains the code for interacting with the blockchain. In particular, it
is the entity that creates the attestation result and submits it to the blockchain.
When the Client starts, it first sets up event subscriptions to listen and receive
events from the Validator. After the subscriptions, the Client runs an initial at-
testation. Then, the Client continuously check if there is a scheduled attestation.

Attestation. The attestation of the Client has three steps: scheduling/ trig-
gering, computing attestation result, and publishing the result in the blockchain.
In this implementation, the scheduling is done by using a cryptographically se-
cure pseudo-random generator. Specifically, once an attestation is performed,
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Fig. 5. Hyperledger Sawtooth components for a single device

the schedule is updated by adding a random time to the previously scheduled
time. The seed is generated as a random number using the /dev/urandom Linux
random number generator. Then, the seed is sent along with the attestation re-
sult to allow other devices that know the last scheduled time and the seed to
compute and verify the current scheduled time. To compute the attestation,
we perform the static software measurement of the device. After the result has
been computed, the Client wraps the result, device id, created on date, seed and
scheduled time in a transaction with a message identifier, showing it is a publish
attestation transaction. The Client then wraps the transaction in a batch and
sends it to the Rest API.

6.2 Transaction Processor

The transaction processor has two parts: one part handles the business logic
for the Attestation transaction family and the other one handles the Diffie-
Hellman transaction family. Each of these two parts consists of three components:
the Handler, Payload and State. The Handler contains the business logic for
the transaction family and is the smart contract for the family. The Payload
defines what the transactions for the family must look like. The State contains
the getting and setting of the blockchain state data, as well as serializing and
deserializing the data.

Attestation. The only business rule for attestations to be accepted to the
blockchain is that they have to follow the specified format. This means attes-
tations should specify the attestation message, construct a defined attestation
payload and the transaction, and the batch has to be signed by a key accepted
in the blockchain network.

7 Limitations

While PERMANENT protocol allows devices to store historical results in the
blockchain, the proposed solution also has some limitations.

PERMANENT relies on the PoET consensus algorithm due to the low com-
putational and communications overhead that this algorithm provides. However,
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PoET has a relatively low throughput compared to other consensus algorithms.
This could present an issue if the RA protocol is required to run very frequently
in a large-scale network. However, RA protocols typically do not run very often
to require high throughput. Thus, this limitation is not critical in the setting
where attestations are not performed very often.

Another well-known open research challenge in applying blockchain tech-
nology in IoT is the increased memory requirements. Since the blockchain is
a distributed ledger, every device needs to store the entire blockchain database
with the results of all the devices. If devices have a long lifetime and/or run many
attestations, this database could expand rapidly, possibly beyond the available
memory of the devices.

Furthermore, the blockchain solution introduces extra cryptographic oper-
ations. Cryptographic operations are known to be resource expensive for IoT
devices. So the extra security of the blockchain comes at the computational cost
of the extra cryptographic operations. However, it may require fewer attestations
that also use cryptographic operations, so the total amount of operations might
be the same or less over a longer period.

8 Conclusions and Future work

This paper proposes PERMANENT, a decentralized and publicly verifiable re-
mote attestation protocol that relies on blockchain technology. Instead of de-
ciding the trustworthy state of a device based on the latest attestation result,
the proposed protocol uses the history of attestations to validate the trustwor-
thiness of each IoT device and calculate the corresponding trust score. We pre-
sented the proof-of-concept implementation of the proposed protocol with Hy-
perLedger Sawtooth using Proof-of-Elapsed-Time (PoET) as a consensus mech-
anism, demonstrating the feasibility of the solution.

While in this paper, we assumed that devices that are trustworthy above a
threshold can proceed their interactions, in our future work we will extend the
protocol by providing technical details of group session key establishment among
trusted devices. Moreover, as future work, we plan to perform some performance
optimizations in the proof-of-concept implementation and conduct an empirical
analysis of the protocol’s performance. Another main area of our future work
will be investigating and designing even more efficient blockchain architectures
for IoT devices. Furthermore, we will explore and investigate the possibility
of attesting devices with lightweight cryptographic operations while providing
strong security guarantees.
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