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Abstract. Non-verbal communication is an important carrier of infor-
mation. Even though the spoken word can be heard by blind and visually 
impaired persons, up to 60% of the overall information still remains inac-
cessibly to them due to its visual character [11]. However, there is a wide 
spectrum of non-verbal communication elements, and not all of them are 
of the same importance. In particular for group meetings, facial expres-
sions and pointing gestures are relevant, which need to be captured, 
interpreted and output to the blind and visually impaired person. 

This session first gives a systematic approach to gather the accessi-
bility requirements for blind and visually impaired persons, from which 
two typical requirements are selected and discussed in more detail. Here, 
solutions for capturing and interpreting are provided, and finally the 
session introduces a concept for accessible user interfaces. 

Keywords: Emotion recognition · Pointing gesture detection · 
Non-verbal communication 

1 Introduction 

Team meetings do not employ the spoken word only, but also heavily rely on 
visual information that is spatially distributed in a room, and to which sighted 
persons refer to by gesturing. Moreover, body language plays an important role 
for information exchange, but also for unconsciously managing a conversation. 
In particular, body language often refers to spatially distributed information 
such as different whiteboards or screens, but also to locations of other users (see 
Fig. 1). Thus, blind and visually impaired persons face two problems at the same 
time: (i) they lack important information for social communication, and (ii) they 
have to localize information that is spatially distributed. 

A promising approach to overcome these issues could be a completely virtual 
meeting in a virtual environment, in which all participant are represented as 
avatars. Such a virtual meeting room would keep the spacial information dis-
tribution as this is helpful to the sighted users, but it also allows a blind and 
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Fig. 1. Typical meeting room with multiple interaction spaces. 

visually impaired person to retrieve information in the appropriate way e.g., by 
localisation movements using his or her smartphone, which would not be possible 
in a collocated meeting within a physical space. 

However, such a virtual meeting room can only be as good as sensors allow 
capturing sighted persons’ behavior such as facial expressions or referring ges-
tures. Also, the further post-processing of the acquired data is important to 
avoid an overflow of information for the blind and visually impaired person on 
the one hand, but also to guarantee that no important information gets lost or 
modified on the other hand. 

This special thematic session thus introduces a first overall approach if a 
digital accessible meeting room. 

2 Accessibility Needs to Non-verbal Communication [15] 

Enforced by the pandemics, many team meetings were held virtually, either 
through videoconferencing systems, or completely in a virtual environment such 
as the Metaverse using avatars [14]. It is most likely that such an IT-based 
communication will not disappear in the post-pandemic era. The supporting IT 
experienced a significant technological boost and is now able to support multi-
user collaboration over the network in high quality. However, non-verbal com-
munication and spatial information that is inherent to such team meetings might 
still be difficult to access by blind and visually impaired persons due to several 
reasons, e.g., low bandwidth that reduces audio fidelity, or too complex tech-
nical capabilities to capture and interpret non-verbal communication elements 
from the sighted persons. Consequently, a social interaction between sighted and 
visually impaired persons is hardly possible  [5]. 

For such a social interaction - regardless whether it would be in a video-
conferencing system or in a virtual environment - additional non-verbal cues 
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such as facial expressions or pointing gestures need to captured, interpreted and 
displayed to the blind and visually impaired person [12,13]. 

To support the most important non-verbal communication elements for social 
interaction in the future, the needs were acquired in a semi-structured interview 
with blind and visually impaired persons. Here, the most important elements 
were stated to be: (i) gaze and gaze direction, (ii) facial expressions, (iii) ges-
tures, (iv) audio, and (v) touch. These communication channels - if not directly 
accessible - need to be captured, interpreted and displayed to the blind and 
visually impaired persons. 

3 Facial Expressions and Emotion Recognition [9] 

Facial expressions together with verbal intonation help to better understand 
a reaction or attention of a user in a meeting. They are thus important for 
a social interaction [2]. Regardless whether a team meeting is done through a 
videoconferencing system or in a virtual environment, facial expressions have to 
be recognized, categorized, and then displayed to the blind and visually impaired 
person. While emotions could also be detected from the voice pitch, i.e., from a 
frequency shift of the upper formant frequencies  [16], this might not be possible 
because of a low bandwidth that does not allow transferring high frequencies, 
or simply because a user is doing facial expressions without speaking. Instead, a 
video signal from a user’s webcam is taken and fed into a neural network such 
as a convolutional neural network [10]. Such networks are then trained with 
publicly available datasets such as AFEW1 and deliver seven possible classes of 
facial expressions. However, these emotion classes are much too detailed for a 
team meeting and would overwhelm a blind and visually impaired person with 
information. In order to reduce the amount of emotion information, the seven 
different classes are clustered into the three categories “positive”, “neutral”, and 
“negative”. After training the network with these new classes, facial expression 
taken with a regular webcam could be analyzed, and then the emotions were 
recognized with 97% (positive), 99% (neutral), and 64% (negative). The results 
could then either be displayed directly to the blind and visually impaired person, 
or they could be used to animate the facial expressions of an avatar in a virtual 
environment (see Sect. 2). To further reduce the information flow to the blind 
and visually impaired person, the “neutral” state could be neglected, since it 
doesn’t give any further information to the spoken word. 

4 Gesture Detection [3] 

Within a conversation, sighted persons frequently use gestures to refer to objects 
in the nearby environment. Since these gestures cannot be accessed by blind and 
visually impaired persons, there is a need for detection and interpretation  [4]. 
While also for gesture detection and interpretation deep learning approaches 

1 https://cs.anu.edu.au/few/AFEW.html. 
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exist, they are not applicable to referring gestures, e.g., on artifacts on a white-
board, since here also the environment has to be taken into account. In particu-
lar for pointing gestures on a whiteboard’s content, a high accuracy in detecting 
them is required to precisely display the corresponding artifact’s content to the 
blind and visually impaired person [1,8]. However, the precision relies on various 
factors such as pointing accuracy, tracking accuracy, amount and position of arti-
facts on the whiteboard, etc. When referring to whiteboard content, mainly the 
three gestures “pointing”, “pairing”, and “grouping” are used. Mapping these 
gestures as trajectory on the whiteboard, the gestures mainly differ in their 
radii, in the angle between two succeeding tangents, and in the fact whether 
they enclose an artifact or not. Now, the user will interact for example in a 
virtual environment (see Sect. 2) on a virtual whiteboard (see Fig. 2). 

Fig. 2. User performing a pointing gesture in a virtual environment. 

Within the virtual environment shown in Fig. 2  , in total 1350 different actions
were performed, from which 44% were recognized correctly. The main reason for 
not detecting more gestures correctly is in the fact that users typically did not 
perform pointing gestures very accurately. However, even false recognition (26%) 
does not necessarily mean that it completely irritates the blind and visually 
impaired person, but it might just be a misinterpretation of a grouping by a 
pairing gesture or vice-versa, which still preserves the overall context. During 
the measurements, it never happened that the recognized gestures refer to a 
completely different region of the whiteboard. 

5 User Interface Concept [6] 

So far, the achieved information can be made accessible using standard inter-
faces such as a Braille display. However, in a group conversation there are also 
a lot of referring gestures to general spatial information in the nearby environ-
ment, which have to be made accessible to the blind and visually impaired per-
sons. In some previous approaches, this spatial information was mapped on the 
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audio channel, which was then overloaded very quickly [7]. Thus, new approaches 
are proposed that offer a sufficiently high spatial resolution in order to localize 
objects in the near environment. 

A first approach is to map the virtual meeting room on a web interface, on 
which blind and visually impaired persons could access important information 
by simply using a screen reader. In the web interface, e.g., the content of a 
digital whiteboard could be represented, as well as other users, their emotions 
and where they are pointing at. 

A second approach employs a smartphone which translates the distance to 
an object, e.g., an artifact on a whiteboard, to vibration bursts with increasing 
repetition frequency the closer the smartphone comes to an artifact on the virtual 
whiteboard in front of the blind and visually impaired user. When selecting an 
artifact such as a card, the smartphone can be used to read out the content 
of this note, but also to manipulate the note e.g., by moving it to a different 
position on the virtual whiteboard. 

A third approach also uses a vibration feedback to locate objects in the 
environment, but now the user wears a smartwatch as an output device. 

The three proposed hardware settings are currently undergoing user studies 
for optimizing the overall system and to include feedback from blind and visually 
impaired users. 

6 Summary 

This special thematic session addresses a virtual collaboration environment that 
captures sighted users’ facial expression as an indicator of their emotional state, 
and their pointing gestures. After an interpretation of the acquired measure-
ments, the information is displayed on novel interface concepts to the blind and 
visually impaired person. 
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