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Advances in Bias and Fairness in Information Retrieval:
Preface

The Third International Workshop on Algorithmic Bias in Search and Recommendation
(BIAS 2022) was held as part of the 43rd European Conference on Information Retrieval
(ECIR 2022) onApril 10, 2022. BIAS 2022was held in Stavanger, Norway, with support
for remote attendance. The workshop was jointly organized by the University of Cagliari
(Italy), the Sapienza University of Rome (Italy), and the University of L’Aquila (Italy).
It was supported by the ACMConference on Fairness, Accountability, and Transparency
(ACM FAccT) Network.

This year, the workshop received 34 submissions from authors based in a number
of different countries. All submissions were double-blind peer-reviewed by at least
three internal Program Committee members, ensuring that only high-quality work was
included in the final workshop program. The pool of reviewers has been strengthened,
integrating both new and accomplished researchers in the field from industry and
academia. The final program included nine full papers and four short papers (38%
acceptance rate).

The workshop day included interesting paper presentations and a final discussion
to highlight open issues, research challenges, and briefly summarize the outcomes of
the workshop. The collected novel contributions fell into two main topics: biases on
preference distribution and biases on fairness dimensions. The first topic included
presentations on popularity bias in collaborative filtering multimedia recommender
systems; users’ behavior effect on choice’s distribution and quality within recommender
systems; issues (e.g., due to the sequential nature of data gathering); perspectives (e.g.,
dynamic aspects of bias and beyond-accuracymeasures);methods (e.g., crowd-sourcing)
emerging in the evaluation process; and the limits of bias mitigation approaches. The
second topic covered studies on unfairness issues caused by popularity biases; methods
to enhance fairness in classification and search tasks; and group recommendation. More
than 50 participants participated in the workshop in person or online.

In addition to the paper presentations, the program included a keynote talk given by
Ebrahim Bagheri from Ryerson University (Canada). Ebrahim first showed the extent
to which stereotypical gender biases are prevalent in information retrieval gold standard
relevance judgment datasets, which then get picked up and acted upon by deep learning-
based neural rankers. His talk then featured some recent works that attempt to de-bias
traditional frequency-based retrieval methods as well as neural rankers. Finally, Ebrahim
presented a range of works focused on de-biasing gold standard information retrieval
datasets, showing how they could lead to less biased retrieval outcomes.

This workshop greatly confirmed the success of the two previous editions, with
an increasing level of engagement thanks to the return to an in-person event. BIAS
2022 served to strengthen the community working on algorithmic bias and fairness in
information retrieval, representing a key event where ideas and solutions for the current
challenges were discussed. This success motivates us to organize the fourth edition of
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the workshop next year. The organizers would like to thank the authors, the reviewers
for helping to shape an interesting program, and the attendees for their participation.

May 2022 Ludovico Boratto
Stefano Faralli
Mirko Marras
Giovanni Stilo
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