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Abstract. Automated Market Makers (AMMs) are decentralized ap-
plications that allow users to exchange crypto-tokens without the need
for a matching exchange order. AMMs are one of the most successful
DeFi use cases: indeed, major AMM platforms process a daily volume
of transactions worth USD billions. Despite their popularity, AMMs are
well-known to suffer from transaction-ordering issues: adversaries can
influence the ordering of user transactions, and possibly front-run them
with their own, to extract value from AMMs, to the detriment of users.
We devise an effective procedure to construct a strategy through which
an adversary can maximize the value extracted from user transactions.
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1 Introduction

Decentralized finance (DeFi) is emerging as an alternative to traditional finance,
boosted by blockchains, crypto-tokens and smart contracts [17]. Automated Mar-
ket Makers (AMMs) — one of the main DeFi applications — allow users to ex-
change crypto-tokens without the need to find another party wanting to partic-
ipate in the exchange. Major AMM platforms like e.g. Uniswap, Curve Finance,
and SushiSwap, hold dozens of billions of USD and process hundreds of millions
worth of transactions daily [8,1,5].

AMMs are sensitive to transaction-ordering attacks, where adversaries who
can influence the ordering of transactions in the blockchain exploit this power
to extract value from user transactions [13,15,16,20]. We illustrate this kind of
attacks through a minimal example. Assume a Uniswap-like AMM holding 100
units of a crypto-token τ0 and 100 units of another token τ1, and assume that
both tokens have the same price in the reference currency (say, USD 1,000). Now,
suppose that user A wants to swap 20 units of τ0 in her wallet for at least 15
units of τ1. This requires to append to the blockchain a transaction of the form
A : swap0(20 : τ0, 15 : τ1), where the prefix A indicates the wallet involved in the
transaction, swap is the called AMM function, and the superscript 0 indicates the
swap direction, i.e. deposit 20 : τ0 to receive back at least 15 : τ1 (a superscript
1 would indicate the opposite direction). In a constant-product AMM platform
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like Uniswap, the actual amount of τ1 transferred to A must be such that the
product between the AMM reserves remains constant before and after a swap.

Now, suppose that an adversary M (possibly a miner) observes A’s transac-
tion in the txpool, and appends to the blockchain the following sandwich:

M : swap0(5.9 : τ0, 5.5 : τ1) A : swap0(20 : τ0, 15 : τ1) M : swap1(25.9 : τ0, 20.6 : τ1)

where the last transaction is in the opposite direction, i.e. M sends 20.6 : τ1 to
receive at least 25.9 : τ0. As a result, A only yields the minimum amount of
15 : τ1 in return for 20 : τ0. This implies that USD 5,000 have been gained by M
and lost by A. This has been called Miner Extractable Value (MEV) [13].

Recent works study this and other kinds of attacks to AMMs [13,16,19,20]:
however, all these approaches are preeminently empirical, as they focus on the
definition of heuristics to extract value from AMMs, and on their evaluation
in the wild. To the best of our knowledge, a general solution to obtain optimal
MEV is still missing, even in the special case of constant-product AMMs.

To exemplify a case where prior approaches fail to extract optimal MEV,
consider the following set of user transactions, containing a swap of τ0 for τ1, a
deposit of units of τ0 and τ1, and a redeem of units of minted (liquidity) tokens:

{ A : swap0(40 : τ0, 35 : τ1), A : dep(30 : τ0, 40 : τ1), A : rdm(10 : (τ0, τ1)) }

Here, both the swap and the dep transactions would be rejected. For instance,
the constant-product invariant dictates that 40 : τ0 sent by the user swap in the
initial AMM state (100 : τ0, 100 : τ1) will return exactly 28.6 : τ1; since the swap
transaction requires 35 : τ1, it would be discarded. The known heuristics here fail
to extract any value. Even considering only the swap, the sandwich would not be
profitable for M, since it requires the same direction for M’s and A’s swap (offer
τ0 to obtain τ1), making A’s swap not enabled. Further, the known heuristics
only operate on swap actions, neglecting user deposits and redeems. This paper
proposes a layered construction to extract the maximum value from all user
transactions, through a multi-layer sandwich that we call Dagwood sandwich. In
our example, M’s strategy would be to fire the following three-layer sandwich:

M : swap1(11 : τ0, 13 : τ1) A : swap0(40 : τ0, 35 : τ1)

M : swap1(42 : τ0, 38 : τ1) A : dep(30 : τ0, 40 : τ1)

M : swap0(18 : τ0, 21 : τ1)

The first transaction is a swap in the opposite direction (i.e., pay τ1 to get τ0)
w.r.t. the subsequent user swap, unlike in the classical sandwich heuristic. M’s
second swap enables A’s deposit; the final swap is an arbitrage move [9]. The
user redeem is dropped, since it would negatively contribute to M’s profit. By
firing the transaction sequence above, M can extract approx. USD 5,700 from
A, improving over swap-only attacks, that would only extract USD 5,000.

Contributions To the best of our knowledge, this work is the first to formalise
the MEV game for AMMs (Section 3), and the first to effectively construct
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optimal solutions which attack all types of transactions supported by constant-
product AMMs (Section 4). We discuss in Section 6 the applicability of our
technique in the wild. The proofs of our statements are in Appendix A.

2 Automated Market Makers

We assume a set T0 of atomic token types (ranged over by τ, τ ′, . . .), repre-
senting native cryptocurrencies and application-specific tokens. We denote by
T1 = T0×T0 the set of minted token types, representing shares in AMMs. In
our model, tokens are fungible, i.e. individual units of the same type are inter-
changeable. In particular, amounts of tokens of the same type can be split into
smaller parts, and two amounts of tokens of the same type can be joined. We
use v, v′, r, r′ to range over nonnegative real numbers (R+

0 ), and we write r : τ
to denote r units of token type τ ∈ T = T0 ∪ T1.

We model the wallet of a user A as a term A[σ], where the partial map
σ ∈ T ⇀ R+

0 represents A’s token holdings, and write A[ ] if the wallet balance
is clear from context. We denote with dom (σ) the domain of σ. An AMM is a
pair of the form (r0 : τ0, r1 : τ1), representing the fact that the AMM is holding
r0 units of τ0 and r1 units of τ1. We denote by resτ0,τ1(Γ) the reserves of τ0 and
τ1 in Γ, i.e. resτ0,τ1(Γ) = (r0, r1) if (r0 : τ0, r1 : τ1) is in Γ.

A state is a composition of wallets and AMMs, represented as a term:

A1[σ1] | · · · | An[σn] | (r1 : τ1, r
′
1 : τ ′1) | · · · | (rk : τk, r

′
k : τ ′k)

where: (i) all Ai are distinct, (ii) the token types in an AMM are distinct, and
(iii) distinct AMMs cannot hold exactly the same token types. Note that two
AMMs can have a common token type τ, as in (r1 : τ1, r : τ) | (r′ : τ, r2 : τ2),
thus enabling indirect trades between token pairs not directly provided by any
AMM. We use Γ, Γ ′, . . . to range over states. For a base term Q (either wallet
or AMM), we write Q ∈ Γ when Γ = Q | Γ ′, for some Γ ′, where we assume that
two states are equivalent when they contain the same base terms.

We define the supply of a token type τ in a state Γ as the sum of the balances
of τ in all the wallets and the AMMs occurring in Γ. Formally:

splyτ(A[σ]) =

{
σ(τ) if τ ∈ dom (σ)

0 otherwise
splyτ(r0 : τ0, r1 : τ1) =

{
ri if τ = τi

0 otherwise

and the supply of τ in Γ | Γ ′ is the summation splyτ(Γ) + splyτ(Γ
′).

We model the interaction between users and AMMs as a transition system
between states. A transition Γ T−−→ Γ ′ represents the evolution of the state Γ
into Γ ′ upon the execution of the transaction T. The possible transactions are:

– A : dep(v0 : τ0, v1 : τ1), which allows A to deposit v0 : τ0 and v1 : τ1 to an
AMM, receiving in return units of the minted token (τ0, τ1).

– A : swapd(v0 : τ0, v1 : τ1) with d ∈ {0, 1}, which allows A to swap tokens,
i.e. transfer vd : τd to an AMM, and receive in return at least v1−d : τ1−d.
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– A : rdm(v : τ), which allows to A redeem v units of minted token τ = (τ0, τ1)
from an AMM, receiving in return units of the atomic tokens τ0 and τ1.

We now formalise the one-step relation T−−→ through rewriting rules, inspired
by [9]. We use the standard notation σ{v/x} to update a partial map σ at point
x: namely, σ{v/x}(x) = v, while σ{v/x}(y) = σ(y) for y 6= x. For a partial map
σ ∈ T ⇀ R+

0 , a token type τ ∈ T and a partial operation ◦ ∈ R+
0 × R+

0 ⇀ R+
0 ,

we define the partial map σ ◦ v : τ (updating τ’s balance in σ by v) as follows:

σ ◦ v : τ =

{
σ{σ(τ) ◦ v/τ} if τ ∈ domσ and σ(τ) ◦ v ∈ R+

0

σ{v/τ} if τ 6∈ domσ

Deposit Any user can create an AMM for a token pair (τ0, τ1), provided that
such an AMM is not already present in the state. This is achieved by the trans-
action A : dep(v0 : τ0, v1 : τ1), through which A transfers v0 : τ0 and v1 : τ1 to
the new AMM. In return, A receives an amount of units of a new token type
(τ0, τ1), which is minted by the AMM. We formalise this behaviour by the rule:

σ(τi) ≥ vi > 0 (i ∈ {0, 1}) τ0 6= τ1 τ0, τ1 ∈ T0 ( : τ0, : τ1), ( : τ1, : τ0) 6∈ Γ

A[σ] | Γ A:dep(v0:τ0,v1:τ1)−−−−−−−−−−−→ A[σ − v0 : τ0 − v1 : τ1 + v0 : (τ0, τ1)] | (v0 : τ0, v1 : τ1) | Γ
[Dep0]

Once an AMM is created, any user can deposit tokens into it, as long as
doing so preserves the ratio of the token holdings in the AMM. When a user
deposits v0 : τ0 and v1 : τ1 to an existing AMM, it receives in return an amount
of minted tokens of type (τ0, τ1). This amount is the ratio between the deposited
amount v0 and the redeem rate of (τ0, τ1) in the current state Γ. This redeem
rate is the ratio between the amount r0 of τ0 stored in the AMM, and the total
supply sply(τ0,τ1)(Γ) of the minted token in the state.

σ(τi) ≥ vi > 0 (i ∈ {0, 1}) r1v0 = r0v1 v = v0
r0
· sply(τ0,τ1)

(Γ)

Γ = A[σ] | (r0 : τ0, r1 : τ1) | Γ ′ A:dep(v0:τ0,v1:τ1)−−−−−−−−−−−→
A[σ − v0 : τ0 − v1 : τ1 + v : (τ0, τ1)] | (r0 + v0 : τ0, r1 + v1 : τ1) | Γ ′

[Dep]

The premise r1v0 = r0v1 ensures that the ratio between the reserves of τ0 and
τ1 in the AMM is preserved, i.e. r1+v1/r0+v0 = r1/r0.

Swap Any user A can swap units of τ0 in her wallet for units of τ1 in an AMM
(r0 : τ0, r1 : τ1), or vice versa swap units of τ1 in the wallet for units of τ0 in
the AMM. This is achieved by the transaction A : swapd(v0 : τ0, v1 : τ1), where
d ∈ {0, 1} is the swap direction. If d = 0 (“left” swap), then v0 is the amount
of τ0 transferred from A’s wallet to the AMM, while v1 is a lower bound on the
amount of τ1 that A will receive in return. Conversely, if d = 1 (“right” swap),
then v1 is the amount of τ1 transferred from A’s wallet, and v0 is a lower bound
on the received amount of τ0. The actual amount v of received units of τ1−d must
satisfy the constant-product invariant [18], as in Uniswap [7], SushiSwap [6]
and other common AMMs implementations:

r0 · r1 = (rd + vd) · (r1−d − v)
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Formally, for d ∈ {0, 1} we define:

σ(τd) ≥ vd > 0 v =
r1−d·vd
rd+vd

0 < v1−d ≤ v

A[σ] | (r0 : τ0, r1 : τ1) | Γ A:swapd(v0:τ0,v1:τ1)−−−−−−−−−−−−−→
A[σ − vd : τd + v : τ1−d] | (r0 : τ0, r1 : τ1) + vd : τd − v : τ1−d | Γ

[Swap]

where we define the update of the units of τ in an AMM, for ◦ ∈ {+,−}, as:

(r0 : τ0, r1 : τ1) ◦ v : τ =

{
(r0 ◦ v : τ0, r1 : τ1) if τ = τ0 and r0 ◦ v ∈ R+

0

(r0 : τ0, r1 ◦ v : τ1) if τ = τ1 and r1 ◦ v ∈ R+
0

Redeem Users can redeem units of a minted token (τ0, τ1) for units of the
underlying atomic tokens τ0 and τ1. Each unit of (τ0, τ1) can be redeemed for
equal fractions of τ0 and τ1 remaining in the AMM:

σ(τ0, τ1) ≥ v > 0 v0 = v r0
sply(τ0,τ1)(Γ)

v1 = v r1
sply(τ0,τ1)(Γ)

Γ = A[σ] | (r0 : τ0, r1 : τ1) | Γ ′ A:rdm(v:(τ0,τ1))−−−−−−−−−−→
A[σ + v0 : τ0 + v1 : τ1 − v : (τ0, τ1)] | (r0 − v0 : τ0, r1 − v1 : τ1) | Γ ′

[Rdm]

A key property of the transition system is determinism, i.e. if Γ T−−→ Γ ′ and
Γ T−−→ Γ ′′, then the states Γ ′ and Γ ′′ are equivalent. We denote with type(T)
the type of T (i.e., dep, swap, rdm), and with usr(T) the user issuing T. For
a sequence of transactions λ = T1 · · ·Tn, we write Γ λ−−→ Γ ′ whenever there
exist intermediate states Γ1, . . . Γn−1 such that Γ T1−−−→ Γ1

T2−−−→ · · · Tn−1−−−−→
Γn−1 Tn−−−→ Γ ′. When this happens, we say that λ is enabled in Γ, or just Γ λ−−→.
A state Γ is reachable if there exist some Γ0 only containing wallets with atomic
tokens and some λ such that Γ0

λ−−→ Γ.

3 The MEV game

The model in the previous section defines how the state of AMMs and wallets
evolves upon a sequence of transactions, but it does not specify how this sequence
is formed. We specify this as a single-player, single-round game where the only
player is an adversary M who attempts to maximize its MEV. Accordingly, we
call this the MEV game . The initial state of the game is given by a reachable
state Γ (not including M’s wallet) and by a finite multiset X of user transactions,
representing the pool of pending transactions (also called txpool). The moves
of M are pairs (σ, λ), where σ is M’s initial balance, and λ is a sequence formed
by (part of) the transactions in X, and by any number of M’s transactions. We
require that the sequence λ in a move is enabled in Γ. The MEV game assumes
the following (see Section 6 for a discussion thereof):

1. Users balances in Γ are sufficiently high to not interfere with the validity of
any specific ordering of actions in X.

2. The balance σ of M does not include minted tokens.
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3. The length of the sequence λ is unbounded.
4. Prices of atomic tokens are fixed throughout the game execution.

Besides the above, some further assumptions are implied by our AMM model:

5. AMMs only hold atomic tokens (this is a consequence of [Dep0]).
6. Swap actions do not require fees (this is a consequence of [Swap]).
7. There are no transaction fees.
8. Interval constraints on received token amounts are modelled in swaps only.

A solution to the game is a move that maximizes M’s gain, i.e. the change in M’s
net worth after performing the sequence λ from Γ. Intuitively, the net worth of a
user is the overall value of tokens in her wallet. To define it, we need to associate
a price to each token. We assume that the prices of atomic tokens are given
by an oracle P ∈ T0 → R+

0 : naturally, the MEV game solution will need to be
recomputed should the price of atomic tokens be updated. The price PΓ(τ0, τ1)
of a minted token (τ0, τ1) in a state Γ is defined as follows:

PΓ(τ0, τ1) =
r0 · P(τ0) + r1 · P(τ1)

sply(τ0,τ1)(Γ)
if resτ0,τ1(Γ) = (r0, r1) (1)

Minted tokens are priced such that the net worth of a user is preserved
when she deposits or redeems minted tokens in her wallet. We assume that the
reserves in an AMM are never reduced to zero in an execution, in order to
preserve equality of minted token prices between two states with equal reserves,
thereby facilitating proofs and analysis. While our semantics of AMMs allows
reserves to be emptied, we note that this does not occur in practice, as it would
halt the operation of the respective AMM pair. We define the net worth of a
user A in a state Γ such that A[σ] ∈ Γ as follows:

WA(Γ) =
∑
τ∈dom (σ) σ(τ) · PΓ(τ) (2)

and we denote by GA(Γ, λ) the gain of user A upon performing a sequence of
transactions λ enabled in state Γ (if λ is not enabled, the gain is zero):

GA(Γ, λ) = WA(Γ ′)−WA(Γ) if Γ
λ−→ Γ ′ (3)

A rational player is a player which, for all initial states (Γ,X) of the game,
always chooses a move (σ, λ) that maximizes the function GM(M[x] | Γ, y) on
variables x and y. We define the miner extractable value in (Γ,X) as the gain
obtained by a rational player by applying such a solution (σ, λ), i.e.:

MEV (Γ,X) = GM(M[σ] | Γ, λ)

Lemma 1 states that firing transactions preserves the global net worth, i.e.
the gains of some users are balanced by equal overall losses of other users.

Lemma 1.
∑

A GA(Γ,T) = 0.
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By using a simple inductive argument, we can extend Lemma 1 to sequences
of transactions: if Γ λ−−→ Γ ′, then the summation of the gains GA(Γ, λ) over
all users (including M) is 0. Hence, the MEV game is zero-sum. The following
lemma ensures that deposit and redeem actions do not directly affect the net
worth of the user who performs them.

Lemma 2. If type(T) ∈ {dep, rdm}, then Gusr(T)(Γ,T) = 0.

Finally, we note that prices of a minted token in two states are equal if the
reserve ratio in the two states are as well.

Lemma 3. Let Γ λ−−→ Γ ′, and let resτ0,τ1(Γ) = (r0, r1), resτ0,τ1(Γ ′) = (r′0, r
′
1).

Then, PΓ(τ0, τ1) = PΓ ′(τ0, τ1) if and only if r0/r1 = r′0/r
′
1.

4 Solving the MEV game

By Lemma 1, a move which minimizes the gain of all users but M must maximize
M’s gain, and therefore is a solution to the MEV game. More formally, we have:

Corollary 1. GM(Γ, λ) is maximized iff GA(Γ, λ) is minimized for all A 6= M.

The net worth WA of a user A can be decomposed in two parts: W 0
A , which

accounts for the atomic tokens, and W 1
A , which accounts for the minted tokens:

W 0
A(Γ) =

∑
τ∈T0

σA(τ) · P(τ) W 1
A(Γ) =

∑
τ∈T1

σA(τ) · PΓ(τ) (4)

This provides M with two levers to reduce the users’ gain: token balances,
and the price of minted tokens. To use the first lever, M needs to exploit user
actions in the txpool X of the MEV game. For the second lever, since the prices of
atomic tokens (τ ∈ T0) are fixed, M can only influence the price of minted tokens
(τ ∈ T1). This can be achieved by performing actions on the respective AMMs.

In the rest of the section we devise an optimal strategy to exploit these two
levers. Intuitively, our strategy constructs a multi-layer Dagwood Sandwich3,
containing an inner layer for each exploitable user action in X, which M front-
runs by a swap transaction to enable it (if necessary), and a final layer of
swaps by M to minimize the prices of all minted tokens.

The construction of the final layer of the Dagwood sandwich is shown in §4.1,
while the construction of the inner layers is presented in §4.2.

4.1 Price minimization

Lemma 4 below states that, in any state, M can minimize the price of a minted
token by using a single swap, at most. In particular, this minimization can always
be performed in the final layer of the Dagwood sandwich.

3 We name it after Dagwood Bumstead, a comic strip character who is often illustrated
while producing enormous multi-layer sandwiches.

7



Lemma 4. There exists a function Pmin such that if M[σ] | Γ →∗ M[σ′] | Γ ′
then: (i) PΓ ′(τ0, τ1) ≥ Pmin

Γ (τ0, τ1); (ii) there exist σ′′ and λ consisting at most of
a swap by M such that M[σ′′] | Γ ′ λ−−→ M[ ] | Γ ′′ and PΓ ′′(τ0, τ1) = Pmin

Γ (τ0, τ1).

In order to construct the swap transaction which minimizes the price of a
minted token (τ0, τ1) in Γ, we need some auxiliary definitions. For each swap
direction d ∈ {0, 1}, we define the canonical swap values as:

wdd(τ0, τ1, Γ) =
√

P(τ1−d)
P(τd)

· r0 · r1 − rd wd1−d(τ0, τ1, Γ) =
r1−d · wdd(τ0, τ1, Γ)

rd + wdd(τ0, τ1, Γ)

Intuitively, wdd is the amount of tokens deposited in a swap of direction d:
it is defined such that, after the swap, the AMM reaches an equilibrium, where
the ratio of the AMM reserves is equal to the (inverse) ratio of the token prices.
Instead, wd1−d is the amount of tokens received after the swap, i.e. it is the unique
value for which the swap invariant is satisfied.

If both w0
0(τ0, τ1, Γ) ≤ 0 and w1

1(τ0, τ1, Γ) ≤ 0, then the price of the minted
token (τ0, τ1) is already minimized. Otherwise, if wdd(τ0, τ1, Γ) > 0 for some d
(and there may exist at most one d for which this holds), then we define the
price minimization transaction Xd(τ0, τ1, Γ) as:

M : swapd(wd0(τ0, τ1, Γ) : τ0, w
d
1(τ0, τ1, Γ) : τ1 ) (5)

Theorem 1 constructs the final layer of the Dagwood sandwich. We show that
this layer is the solution of the MEV game on an empty txpool. This is because
if M cannot leverage user transactions, the solution is just to minimize the price
of all minted tokens. The solution is obtained by sequencing price minimization
transactions on all AMMs. Since the price of a minted token is a function of the
reserves of the corresponding AMM, this can be done in any order.

Theorem 1. Let Γ = ‖ i∈I(ri,0 : τi,0, ri,1 : τi,1) | Γw, where Γw only contains
wallets. For all j ∈ I and d ∈ {0, 1}, let vdj = wdd(τj,0, τj,1, Γ), and let:

σj =

{
vdj : τj,d if vdj > 0

0 if v0j , v
1
j ≤ 0

λj =

{
Xd(τj,0, τj,1, Γ) if vdj > 0

ε if v0j , v
1
j ≤ 0

Then, (σ1 · · ·σn, λ1 · · ·λn) is a solution to the game (Γ,X) for an empty X.

4.2 Constructing the inner layers

Consider a solution (σ, λ) to the game (A[σA ] | Γ,X), and let:

M[σ] | A[σA ] | Γ λ−−→ M[σ′] | A[σ′A ] | Γ ′

By decomposing the net worth as in (4), we find that A’s gain for λ is:

GA(M[σ] | A[σA ] | Γ, λ) = W 0
A(Γ ′)−W 0

A(Γ) +W 1
A(Γ ′)−W 1

A(Γ)

=
∑
τ∈T0

(
σ′A(τ)− σA(τ)

)
· P(τ) +

∑
τ∈T1

(
σ′A(τ) · PΓ ′(τ)− σA(τ) · PΓ(τ)

)

8



Since λ is a solution, by Lemma 4 we can replace PΓ ′(τ) with Pmin
Γ (τ):

=
∑
τ∈T0

(
σ′A(τ)− σA(τ)

)
· P(τ) +

∑
τ∈T1

(
σ′A(τ) · Pmin

Γ (τ)− σA(τ) · PΓ(τ)
)

(6)

Note that all token prices in (6) are already defined in state Γ. Thus, A’s gain
can be minimized by considering only the effect on the token balance σ′A , which
we can rewrite as σA +∆0 +∆1 + · · · where ∆i is the effect on user A’s balance
induced by the i’th transaction in λ: this transaction is necessarily one initially
authorized by A. We will show that ∆i is fixed for any user transaction when
executed in an inner solution layer: the position of an inner layer in solution λ
does not affect its optimality.

The following theorem states that solutions to the MEV game can be con-
structed incrementally, by layering the local solutions for each individual trans-
action in the txpool. Intuitively, we choose a transaction T from X, we solve the
game for (Γ, [T]), we compute the state Γ ′ obtained by executing this solution,
and we inductively solve the game in the (Γ ′,X′), where X′ is X minus T.

Theorem 2. With respect to the MEV game in (Γ,X):

1. If X is empty, the solution is the final layer constructed for (Γ, []) in §4.1.

2. Otherwise, if X = [T] + X′ , let (σ, λ) be the inner layer constructed for
(Γ, [T]), let M[σ] | Γ λ−−→ M[ ] | Γ ′, and let (σ′, λ′) be the solution for (Γ ′,X′).
Then, the solution to (Γ,X) is (σ + σ′, λλ′).

We now describe how to define the inner layers of the Dagwood sandwich, i.e.
the base case of the inductive construction given by Theorem 2. Each inner layer
includes a user transaction from the txpool, possibly front-run by M such that
executing the layer leads the user’s net worth to a local minimum. We define
below the construction of these inner layers for each transaction type.

Swap inner layer Swap actions only affect the balance of atomic tokens. To
minimize the gain of A after a swap, M must make A receive exactly the minimum
amount of requested tokens. The effect of the swap on A’s atomic net worth is:

W 0
A(Γ ′)−W 0

A(Γ) = −vd · P(τd) + v1−d · P(τ1−d) if Γ
A:swapd(v0:τ0,v1:τ1)−−−−−−−−−−−−−→ Γ ′

If the change in A’s atomic net worth is negative, A’s transaction is included
in the layer. Although this transaction minimizes A’s atomic net worth, it si-
multaneously affects the price of the minted token (τ0, τ1). This is not an issue,
since the final layer of the Dagwood sandwich minimizes the prices of all minted
tokens. Thus, the change of minted token prices due to the swap inner layer
will not affect the user gain in the full Dagwood sandwich, as evident from (6).
Note that the amount of tokens exchanged in a swap is chosen by the user, so the
actual position of the layer in the Dagwood sandwich is immaterial (Theorem 2).
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We now define the transaction used by M to front-run A’s swap, ensuring that
A receives the least amount of tokens from the swap. For Γ = (r0 : τ0, r1 : τ1) | · · ·
and T = A : swapdA (v0 : τ0, v1 : τ1), let the swap front-run reserves be:

SFrdA
(τ0, τ1, Γ,T) =

∣∣∣√v20 · v21 + 4 · v0 · v1 · r0 · r1
∣∣∣− v0 · v1

2 · v1−dA

SFr1−dA
(τ0, τ1, Γ,T) =

r0 · r1
SFrdA

(τ0, τ1, Γ,T)

These values define the reserves of (τ0, τ1) in the state Γ ′ reached from M[σ] | Γ
with M’s transaction. Intuitively, if the swap front-run reserves do not coincide
with the reserves r0, r1 in Γ, then M’s transaction is needed to enable A’s swap.
We define the swap front-run direction dM as:

dM =

{
dA if SFrdA

(τ0, τ1, Γ,T) > rdA

1− dA if SFr1−dA
(τ0, τ1, Γ,T) > r1−dA

We define the swap front-run values (i.e., the parameters of M’s swap) as:

SFwdM
(τ0, τ1, Γ,T) =

{
SFrdA

(τ0, τ1, Γ,T)− rdA
if dM = dA

rdA
− SFrdA

(τ0, τ1, Γ,T) if dM = 1− dA

SFw1−dM
(τ0, τ1, Γ,T) =

{
r1−dM

− SFr1−dM
(τ0, τ1, Γ,T) if dM = dA

SFr1−dM
(τ0, τ1, Γ,T)− r1−dM

if dM = 1− dM

(7)

We combine these values to craft the swap front-run transaction :

SFX(τ0, τ1, Γ,T) = M : swapdM (SFw0(τ0, τ1, Γ,T) : τ0,SFw1(τ0, τ1, Γ,T) : τ1)

The inner layer is included in the Dagwood sandwich if it reduces A’s net
worth, i.e. if −vd · P(τd) + v1−d · P(τ1−d) < 0. The swap front-run transaction
is omitted if the reserves in Γ coincide with the swap front-run reserves. The
balance of M in the (local) game solution is SFwdM

(τ0, τ1, Γ,T) : τdM
. Note

that, the amount of tokens exchanged by the swapping user in (6) is fixed by
(−vd ,+v1−d), and the effect of a swap inner layer does not depend on its position
along the Dagwood sandwich (Theorem 2).

Example 1. We recast our first example in §1 as a MEV game, assuming a txpool
X = {A : swap0(40 : τ0, 35 : τ1)}. The initial state is Γ = (100 : τ0, 100 : τ1) | Γw,
where Γw is made of user wallets, among which A[40 : τ0], and P(τ0) = P(τ1) =
1, 000. We construct the Dagwood sandwich. Since A’s swap yields a reduction
in A’s atomic net worth, 35 · P(τ1)− 40 · P(τ0) = −5, 000, then A’s transaction
is included in the inner layer. To check if A’s swap must be front-run by M, we
first compute the swap front-run reserves:

SFr0(τ0, τ1,T, Γ) =

√
402 · 352 + 4 · 40 · 35 · 1002 − 40 · 35

2 · 35
≈ 88.8

SFr1(τ0, τ1,T, Γ) =
1002

89
≈ 112.7
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Since these values differ from the reserves in the initial game state, M must front-
run A’s transaction. The direction dM of M’s swap is 1, as SFr1(τ0, τ1, Γ,T) > r1.
The swap front-run values (7) are given by:

SFw0(τ0, τ1, Γ,T) = 100− 88.8 ≈ 11.2 SFw1(τ0, τ1, Γ,T) = 112.7− 100 ≈ 12.7

Therefore, the swap inner layer is made of two transactions:

M : swap1(11.2 : τ0, 12.7 : τ1) A : swap0(40 : τ0, 35 : τ1)

and M’s balance of the (local) game solution is 12.7 : τ1. To construct the final
layer, we consider the state Γ ′′ = (128.8 : τ0, 77.7 : τ1) | · · · , shown in Figure 1.
In Γ ′′, the canonical swap values are given by:

w1
0(τ0, τ1, Γ

′′) =
128.8 · 22.3

77.7 + 22.3
≈ 28.7

w1
1(τ0, τ1, Γ

′′) =
√

1
1 · 128.8 · 77.7− 77.7 ≈ 22.3

Since w1
1(τ0, τ1, Γ

′′) > 1, the direction d of the price minimization swap is 1.
Therefore, the final layer is made of a single swap on the pair (τ0, τ1):

M : swap1(28.7 : τ0, 22.3 : τ1))

where M’s required balance is 22.3 : τ1. Summing up, the Dagwood sandwich is
constructed by appending the final layer to the inner layer, and M’s required
balance is σ = 12.7 : τ1 + 22.3 : τ1 = 35 : τ1. The MEV obtained by M through
the Dagwood sandwich is (11.2−12.7) ·1, 000+(28.7−22.3) ·1, 000 ≈ 5, 000. ut

Deposit inner layer By Lemma 2, deposits preserve the user’s net worth.
Thus, executing T = A : dep(v0 : τ0, v1 : τ1) in Γ does not bring any gain to A:

GA(Γ,T) = −v0 · P(τ0)− v1 · P(τ1) + v · PΓ(τ0, τ1) = 0 (8)

where v is the amount of minted tokens (τ0, τ1) given to A upon the deposit.
By Lemma 4, PΓ(τ0, τ1) ≥ Pmin

Γ (τ0, τ1). By using this inequality in (8), we have:

− v0 · P(τ0)− v1 · P(τ1) + v · Pmin
Γ (τ0, τ1) ≤ 0

⇐⇒ v · Pmin
Γ (τ0, τ1) ≤ v0 · P(τ0) + v1 · P(τ1)

M[35 : τ1] | Γ = (100 : τ0, 100 : τ1) | · · ·
SFX (τ0,τ1,Γ,T)−−−−−−−−−−→ M[11.2 : τ0, 22.3 : τ1] | Γ ′ = (88.8 : τ0, 112.7 : τ1) | · · ·

T=A:swap0(40:τ0,35:τ1)−−−−−−−−−−−−−−−→ M[11.2 : τ0, 22.3 : τ1] | Γ ′′ = (128.8 : τ0, 77.7 : τ1) | · · ·
X (τ0,τ1,Γ

′′)
−−−−−−−−→ M[40 : τ0, 0 : τ1] | Γ ′′′ = (100 : τ0, 100 : τ1) | · · ·

Fig. 1. A Dagwood sandwich exploiting a single user swap.
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By (6) it follows that including T in a game solution λ reduces A’s net
worth, since the decrease of A’s net worth in atomic tokens is not always offset
by the increase of net worth in minted tokens. Additionally, the minted token
price PΓ(τ0, τ1) in (8) when the user deposit occurs is determined by deposit
parameters v0, v1 alone: let Γ →∗ Γ ′ be such that the given user deposit T is
enabled in both Γ and Γ ′. By [Dep], this implies v0/v1 = r0/r1 = r′0/r

′
1 where

(r0, r1) = resτ0,τ1(Γ) and (r′0, r
′
1) = resτ0,τ1(Γ ′). Then, by Lemma 3, PΓ(τ0, τ1) =

PΓ ′(τ0, τ1), as the reserve ratios in Γ and Γ ′ are equal. Thus, the amount of
minted tokens v received by the depositing user in (6) is fixed by (v0, v1), and
the effect of a deposit inner layer does not depend on its position along the
Dagwood sandwich (Theorem 2).

Similarly to the construction of the swap inner layer, M may need to front-run
transaction T = A : dep(v0 : τ0, v1 : τ1) to enable it. For Γ = (r0 : τ0, r1 : τ1) | · · · ,
we define the deposit front-run reserves as:

DFr0(τ0, τ1, Γ,T) =
∣∣∣√v0/v1 · r0 · r1

∣∣∣ DFr1(τ0, τ1, Γ,T) =
∣∣∣√v1/v0 · r0 · r1

∣∣∣
which satisfy DFr0(τ0, τ1, Γ,T) · v1 = DFr1(τ0, τ1, Γ,T) · v0, as required by [Dep].
Given a swap direction dM , we define the deposit front-run values as:

DFwdM
(τ0, τ1, Γ,T) = DFrdM

(τ0, τ1, Γ,T)− rdM

DFw1−dM
(τ0, τ1, Γ,T) = r1−dM

− DFr1−dM
(τ0, τ1, Γ,T)

If DFwdM
(τ0, τ1, Γ,T) > 0 and DFw1−dM

(τ0, τ1, Γ,T) > 0 holds for a swap direc-
tion dM , then we define the deposit front-run transaction as:

DFX(τ0, τ1, Γ,T) = M : swapdM (DFw0(τ0, τ1, Γ,T) : τ0,DFw1(τ0, τ1, Γ,T) : τ1)

If the reserve ratio in the initial state does not coincide with the ratio of deposited
funds, i.e. v0/v1 6= r0/r1, then the deposit inner layer is DFX(τ0, τ1, Γ,T) T, and
the balance required by M is DFwdM

(τ0, τ1, Γ,T) : τdM
. Otherwise, the deposit

inner layer is made just by T, and the required balance is zero.

Redeem inner layer By Lemma 2, redeem actions preserve the user’s net
worth, i.e. A’s gain is zero when firing T = A : rdm(v : (τ0, τ1)) in Γ:

GA(Γ,T) = −v · PΓ(τ0, τ1) + v0 · P(τ0) + v1 · P(τ1) = 0

Unlike for the deposit inner layer, redeem transactions increase the users’
gain when executed in the game solution. This is apparent when substituting in
the above equation PΓ(τ0, τ1) = Pmin

Γ (τ0, τ1) (as per Lemma 4) to express the
user gain contribution (6) of the redeem action.

−v · Pmin
Γ (τ0, τ1) + v0 · P(τ0) + v1 · P(τ1) ≥ 0

Therefore, user redeem actions always reduce M’s gain, and so they are not
included in the solution. Therefore, the redeem inner layer is always empty.
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M[18 : τ0, 50.5 : τ1] | Γ = (100 : τ0, 100 : τ1) | · · ·
SFX (τ0,τ1,Γ,T)−−−−−−−−−−→ M[29.3 : τ0, 37.8 : τ1] | Γ ′ = (88.8 : τ0, 112.7 : τ1) | · · ·

T=A:swap0(40:τ0,35:τ1)−−−−−−−−−−−−−−−→ M[29.3 : τ0, 37.8 : τ1] | Γ ′′ = (128.8 : τ0, 77.7 : τ1) | · · ·
DFX (τ0,τ1,Γ

′′,T′)
−−−−−−−−−−−→ M[71.4 : τ0, 0 : τ1] | Γ ′′′ = (86.6 : τ0, 115.5 : τ1) | · · ·

T′=A:dep(30:τ0,40:τ1)−−−−−−−−−−−−−−→ M[71.4 : τ0, 0 : τ1] | Γ ′′′′ = (116.6 : τ0, 155.5 : τ1) | · · ·
X (τ0,τ1,Γ

′′′′)
−−−−−−−−−→ M[53.4 : τ0, 20.8 : τ1] | (134.6 : τ0, 134.6 : τ1) | · · ·

Fig. 2. A Dagwood sandwich exploiting a user swap, deposit and redeem (dropped).

Example 2. We now recast the full example in Section 1 as a MEV game, con-
sidering all three user transactions in the txpool:

X = { A : swap0(40 : τ0, 35 : τ1) , A : dep(30 : τ1, 40 : τ1) , A : rdm(10 : (τ0, τ1)) }

The game solution is shown in Figure 2: note that we can reuse the swap inner
layer from Example 1, since the initial state and user swap action are identical.
Thus, we continue by constructing the deposit inner layer for user deposit T′ in
state Γ ′′ = (128.8 : τ0, 77.7 : τ1). Here, the deposit front-run reserves are:

DFr0(τ0, τ1, Γ
′′,T′) =

∣∣∣√30/40 · 128.8 · 77.7
∣∣∣ = 86.6

DFr1(τ0, τ1, Γ
′′,T′) =

∣∣∣√40/30 · 128.8 · 77.7
∣∣∣ = 115.5

Since the ratio of the deposit front-run reserves does not coincide with the reserve
ratio in Γ ′′ (86.6/115.5 6= 128.8/77.7), the deposit front-run by M is necessary to
enable the user deposit action. By choosing a swap direction dM = 1, we obtain
the positive deposit front-run values, which confirm the choice of the direction:

DFw0(τ0, τ1, Γ
′′,T′) = 128.8−86.6 ≈ 42.2 DFw1(τ0, τ1, Γ

′′,T′) = 115.5−77.7 ≈ 37.8

Therefore, M’s deposit front-run transaction is:

DFX(τ0, τ1, Γ
′′,T′) = M : swap1(42.2 : τ0, 37.8 : τ1)

which requires a balance σ(τ1) ≥ 37.8. The deposit inner layer is obtained by
prepending this transaction to A’s deposit. The redeem inner layer is empty, as
shown before. By (5), the final layer to minimize the price of minted tokens is:

M : swap1(18.0 : τ0, 20.8 : τ1)

Summing up, the full Dagwood sandwich (see also Figure 2) is:

SFX(τ0, τ1, Γ,T) T DFX(τ0, τ1, Γ
′′,T′) T′ X(τ0, τ1, Γ

′′′′)
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which requires an initial balance σ = {18.0 : τ0, 12.7 + 37.8 : τ1} by M. By
inspection of the Dagwood sandwich execution in Figure 2, it can be seen that
the miner has obtained a gain of approximately 5,700. ut

5 Related work

Daian et al. [13] study the effect of transaction reordering obtained through pri-
ority gas auctions. These are games between users who compete to include a
bundle of transactions in the next block, bidding on transaction fees to incen-
tivize miners to include their own bundle. Notably, [13] finds empirical evidence
of the fact that the gain derived from transaction reorderings in decentralized
exchanges (DEX) exceeds the gain given by block rewards and transaction fees
in Ethereum. The same work also proposes a game model of priority gas auc-
tions, showing a Nash equilibrium for players to take turns bidding, compatibly
with behavior observed in the wild on Ethereum. Our mining game differs from
that in [13], since we assume a greedy adversary wanting to maximize its gain
at the expense of all the other users, exploiting arbitrages on AMMs.

Zhou et al. [20] provide a theoretical framework to study the front-running
on AMMs. Two sandwich heuristics are studied: the front-run & back-run swap
sandwich, and the novel front-run redeem & back-run swap and deposit. The
swap semantics used in [20] is simplified, compared to ours, since no minimum
amount of received tokens is enforced by the AMM, users only perform swaps
and hold no minted tokens (depositing and swapping agents are decoupled).
Further, extractable value from arbitrage is considered separately. In comparison,
we emphasize that we propose a solution to attack all main user action types
offered by leading AMMs, thereby extracting value from user submitted swaps
and deposits. Our model also accurately model minted tokens: their value is
dynamically affected by miner and user swaps during the execution of the attack.
Thus, our game solution extracts the maximum value in a more concrete setting,
considering the victim transactions of both aforementioned attacks in [20], and
leaving no arbitrage opportunities unexploited.

More general ordering and injection of transactions by a rational agent is
generally referred to as front-running. Eskandari et al. [15] provide a taxonomy
for various front-running attacks in blockchain applications and networks. This
taxonomy is expanded in [16] with liquidations, sandwich attacks and arbitrage
actions between DEX.

Some works investigate the problem of detecting front-running attacks on
public blockchains. For example, in [16], Qin et al. introduce front-running de-
tection heuristics which are deployed to empirically study the presence of such
attacks on public DeFi applications. On the other hand, various fair ordering
schemes have been proposed to mitigate front-running or exploitation of miner-
extractable value. However, simple commit-and-reveal schemes still leak infor-
mation such as account balances. Breidenbach et al. [11] propose “submarine
commitments”, which rely on k-anonymity to prevent any leaks from user com-
mitments. Baum et al. [10] introduce a order-book based DEX which delegates
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the matching of orders to an out-sourced, off-chain multi-party computation
committee. Private user orders are not revealed to other participants, such that
no front-running can occur in each privately-computed order matching round.
Ciampi et al. [12] introduce a market maker protocol in which the strictly sequen-
tial trade history between an off-chain market maker and traders are verifiable as
a hash-chain. Any subsequent reordering by the AMM is publicly provable: col-
lateral from the market maker incentivizes honest, fair-ordering behaviour. Such
work aims to provide alternative, front-running resistant designs with AMM-like
functionality. In contrast, our work is intended to formalize the behaviour of
current, mainstream AMMs in the presence of a rational adversary.

The DeFi community is developing tools to enable agents to extract value
from smart contracts: e.g., flashbots [2] is a project aiming to develop Ethereum
implementations which support transaction bundles: Rather than front-running
individual transactions by adjusting their fees, an agent can communicate a
sequence or bundle of transactions to the miner, asking its inclusion in the next
block. Our game solutions could be implemented to solve for such bundles.

6 Conclusions

We have addressed the problem of adversaries extracting value from AMMs inter-
actions to the detriment of users. We have constructed an optimal strategy that
adversaries can use to extract value from AMMs, focussing on the widespread
class of constant-product AMMs. Our results apply to any adversary with the
power to reorder, drop or insert transactions: besides miners, this includes roll-
up aggregators, like e.g. Optimism and StarkWare [3,4]. Notably, our work shows
that it is possible to extract value from all types of AMM transactions, while
previous works focus on extracting value from token swaps, only.

In practice, value is also extracted from AMMs by colluding mining and
non-mining agents: for the Ethereum blockchain, agents can send transaction
bundles [2] to mining pools for block inclusion, in return for a fee. Our tech-
nique naturally applies to this setting, where the actions of the miner are simply
replaced by actions by the agent submitting the transaction bundle.

We now discuss the simplifying assumptions (1-8) listed in Section 3. (1)
User balances do not limit the order in which transactions in the txpool can be
executed. In practice, in some cases it would be possible to perform a sequence of
actions by exploiting the funds received from previous actions. We leave ordering
constraints imposed by limited wallet balances for future work. (2) The adversary
holds no minted tokens prior to executing the game solution. Yet, the adversary
can exploit an (unbounded) initial balance of atomic tokens to acquire minted
tokens as part of the game solution by performing deposits. The optimality of
the Dagwood sandwich illustrates that this is not necessary. (3) The size of the
Dagwood sandwich is unbounded. In practice, a typical block of transactions will
include other transactions besides those directed to AMMs, and so the adversary
can find enough space for its sandwiches by dropping non-AMM transactions.
During times of block-congestion, a constraint on the length of the Dagwood
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sandwich will apply: we conjecture that solving such an optimization is NP-
hard, and regard this as an relevant question for future work. (4) Prices of atomic
tokens are fixed for the duration of the game: the Dagwood sandwich will need to
be recomputed should prices change. (5) AMMs only hold atomic tokens. This is
common in practice, but we note that extending the mining game to account for
arbitrary nesting of minted tokens by AMM pairs is an interesting direction of
future research. (6) No AMM swap fees and (7) no transaction fees are modelled:
the adversary’s gain resulting from the Dagwood sandwich is an upper bound
to profitability as fees tend to zero. Yet, fees affect this gain, so they should be
taken into account to construct an optimal strategy. Furthermore, transaction
fees may make it convenient for a miner to include user redeem transactions in
the sandwich, while these are never exploited by our strategy. (8) Besides fees,
we abstract from the intervals that users can express to constrain the amount
of tokens received upon deposits and redeems (we only model these constraints
for swaps). This is left for future work.

In this paper we have considered AMMs which implement the constant-
product swap invariant, like e.g. Uniswap and SushiSwap. A relevant research
question is how to solve the MEV game under different swap invariants, e.g. those
used by Curve Finance and SushiSwap. Uniform frameworks which address this
problem have been proposed in [14,9] where swap invariants are abstracted as
functions subject to a given set of constraints.
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A Proofs

Lemma 1.
∑

A GA(Γ,T) = 0.

Proof. Follows from Lemma 3 (preservation of net worth) in [9].

Lemma 2. If type(T) ∈ {dep, rdm}, then Gusr(T)(Γ,T) = 0.

Proof. Follows from Lemma 3 (preservation of net worth) in [9].

Lemma 3. Let Γ λ−−→ Γ ′, and let resτ0,τ1(Γ) = (r0, r1), resτ0,τ1(Γ ′) = (r′0, r
′
1).

Then, PΓ(τ0, τ1) = PΓ ′(τ0, τ1) if and only if r0/r1 = r′0/r
′
1.

Proof. Let the projected minted token price of (τ0, τ1) at reserve ratio R > 0 in
state Γ be defined as:

PR
Γ (τ0, τ1) =

r′0
splyΓ(τ0, τ1)

· P(τ0) +
r′1

splyΓ(τ0, τ1)
· P(τ1)

where for the projected reserves (r′0, r
′
1), both r′0 · r′1 = r0 · r1 and R = r′0/r

′
1

hold. Thus, the projected minted token price can be rewritten entirely in terms
of token reserves and supply in Γ and projected ratio R:

PR
Γ (τ0, τ1) =

√
r0 · r1 ·R

splyΓ(τ0, τ1)
· P(τ0) +

√
r0 · r1/R

splyΓ(τ0, τ1)
· P(τ1) (9)

We note that from (9) and (1) it follows that

PR
Γ (τ0, τ1) = PΓ(τ0, τ1) if

resτ0,τ1(Γ) = (r0, r1)
R = r0/r1

(10)

Alternatively, the projected minted token price in a given state Γ can be inter-
preted as the minted token price in Γ ′ of execution M[σ] | Γ →T M[ ] | Γ ′ where
T is a miner swap action and the reserve ratio r′0/r

′
1 = R holds in Γ ′ but not

in Γ. By definition then, there exists σ and swap T for any reachable state Γ
and R > 0, such that M[σ] | Γ →T M[ ] | Γ ′ and PR

Γ (τ0, τ1) = PΓ ′(τ0, τ1) if
R 6= r0/r1.

We prove Lemma 3 by showing that for any R, the projected minted token
price of a pair remains constant for any execution. Thus, if in two states Γ, Γ ′

along an execution the AMM pair reserve ratios both equal R = r0/r1 = r′0/r
′
1,

prices must also be equal, thereby proving the lemma.

PR
Γ (τ0, τ1) = PR

Γ ′(τ0, τ1) = PΓ(τ0, τ1) = PΓ ′(τ0, τ1) (11)

We prove that the projected minted token price remains constant for any execu-
tion by induction.

18



Base case: empty For an empty step, the projected minted token price re-
mains constant (trivially).

Induction step: deposit/redeem For a deposit or redeem execution Γn →T Γn+1

the following must hold for c > 0 by definition of [Dep] and [Rdm]

(c · rn0 , c · rn1 ) = (rn+1
0 , rn+1

1 ) c · splyΓn(τ0, τ1) = splyΓn+1
(τ0, τ1)

Thus, we can write the projected minted token price in Γn+1 in terms of reserves
and token supply in Γn, such that the equality is apparent.

PR
Γn+1

(τ0, τ1) =

√
c2 · rn0 · rn1 ·R

c · splyΓn(τ0, τ1)
· P(τ0) +

√
c2 · rn0 · rn1 /R

c · splyΓn(τ0, τ1)
· P(τ1)

=

√
rn0 · rn1 ·R

splyΓn(τ0, τ1)
· P(τ0) +

√
rn0 · rn1 /R

splyΓn(τ0, τ1)
· P(τ1) = PR

Γn(τ0, τ1)

Induction step: swap For a swap execution Γn →T Γn+1 both the supply of
minted tokens and the reserve product is maintained by definition of Swap

rn0 · rn1 = rn+1
0 · rn+1

1 splyΓn(τ0, τ1) = splyΓn+1
(τ0, τ1)

Again, we can express the projected minted token price in Γn+1 in terms of
reserves and token supply in Γn to illustrate the equality.

PR
Γn+1

(τ0, τ1) =

√
rn0 · rn1 ·R

splyΓn(τ0, τ1)
· P(τ0) +

√
rn0 · rn1 /R

splyΓn(τ0, τ1)
· P(τ1) = PR

Γn(τ0, τ1)

Thus, we have shown that the projected minted token price remains constant
for all executions. Therefore, (11) holds, proving the lemma. ut

Lemma 4. There exists a function Pmin such that if M[σ] | Γ →∗ M[σ′] | Γ ′
then: (i) PΓ ′(τ0, τ1) ≥ Pmin

Γ (τ0, τ1); (ii) there exist σ′′ and λ consisting at most of
a swap by M such that M[σ′′] | Γ ′ λ−−→ M[ ] | Γ ′′ and PΓ ′′(τ0, τ1) = Pmin

Γ (τ0, τ1).

Proof. lma:price-minimum The proof reuses the definition of the projected minted
token price (9) defined in the proof of Lemma 3: there, we showed that the pro-
jected minted token price for any given reserve ratio R > 0 remains constant for
all executions. Thus, by definition (9), the projected minted token price in Γ for
all R > 0 is the minted token price range which can be achieved by executing a
swap in any reachable state Γ.

To find Pmin
Γ (τ0, τ1), we first determine the R for which PR

Γ (τ0, τ1) is mini-
mized in any reachable state Γ.

∂

∂R
PR
Γ (τ0, τ1) =

√
rn0 · rn1

2 · splyΓn(τ0, τ1) ·
√
R
·P(τ0)−

√
rn0 · rn1

2 · splyΓn(τ0, τ1) ·
√
R ·R

·P(τ1)

Setting the expression above as equal to zero and then solving for R = Rmin we
obtain

Rmin =
r0
r1

=
P(τ1)

P(τ0)
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Further, we have determined the projected minted token price minimum since
the second derivative is positive

∂2

∂R2
PR
Γ (τ0, τ1) = −

√
rn0 · rn1

4 · splyΓn(τ0, τ1) ·
√
R ·R

+
3 ·
√
rn0 · rn1

4 · splyΓn(τ0, τ1) ·
√
R ·R2

= −
√
rn0 · rn1

4 · splyΓn(τ0, τ1) ·
√

P(τ1)
P(τ0)

· P(τ1)
P(τ0)2

+
3 ·
√
rn0 · rn1

4 · splyΓn(τ0, τ1) ·
√

P(τ1)
P(τ0)

· P(τ1)
P(τ0)2

=
2 ·
√
rn0 · rn1

4 · splyΓn(τ0, τ1) ·
√

P(τ1)
P(τ0)

· P(τ1)
P(τ0)2

> 0

Thus, the function Pmin
Γ (τ0, τ1) is given as

Pmin
Γ (τ0, τ1) = P

P(τ1)/P(τ0)
Γ (τ0, τ1)

By definition of the project minted token price, a swap exists such that the
projected price for reserve ratio R is achieved in the resulting state if the reserve
ratio in Γ is not equal to R. Otherwise the reserve ratio must equal R, and
thus the empty step achieves the projected price trivially. We have shown that
PR
Γ (τ0, τ1) ≥ Pmin

Γ (τ0, τ1) for any R > 0, thereby proving the lemma. ut

Theorem 1. Let Γ = ‖ i∈I(ri,0 : τi,0, ri,1 : τi,1) | Γw, where Γw only contains
wallets. For all j ∈ I and d ∈ {0, 1}, let vdj = wdd(τj,0, τj,1, Γ), and let:

σj =

{
vdj : τj,d if vdj > 0

0 if v0j , v
1
j ≤ 0

λj =

{
Xd(τj,0, τj,1, Γ) if vdj > 0

ε if v0j , v
1
j ≤ 0

Then, (σ1 · · ·σn, λ1 · · ·λn) is a solution to the game (Γ,X) for an empty X.

Proof. Theorem 1 states that the solution to (Γ, []) can be greedily constructed
from canonical swaps for each AMM pair in Γ, thereby minimizing the prices
of all minted tokens and net worth of users whilst maximizing the gain for the
miner.

We prove the lemma by showing that the price minimization swap (5) for a
pair (τ0, τ1) minimizes the respective minted token price. Since all AMM actions
affect single pair reserves only, the miner can minimize the minted token price
in any order, thereby proving the lemma.

To prove that the price minimization swap minimizes the minted token price
of a pair, we show that it updates the pair reserve ratio to r0/r1 = P(τ1)/P(τ0),
which, as shown in the proof of Lemma 4, minimizes the price for all executions.

Case: d = 0 We assume the canonical swap direction to be d = 0. By definition
of the canonical swap values at page 8, we have:

w0
0(τ0, τ1, Γ) =

√
P(τ1)
P(τ0)

· r0 · r1 − r0
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w0
1(τ0, τ1, Γ) =

r1 · w0
0(τ0, τ1, Γ)

r0 + w0
0(τ0, τ1, Γ)

=
r1 ·

√
P(τ1)
P(τ0)

· r0 · r1 − r0 · r1√
P(τ1)
P(τ0)

· r0 · r1

Further, the reserve product invariant must hold before and after the price min-
imization swap in direction d = 0. We show that this holds:

(r0+w0
0(τ0, τ1, Γ))·(r1−w0

1(τ0, τ1, Γ)) =
√

P(τ1)
P(τ0)

· r0 · r1 ·
r0 · r1√

P(τ1)
P(τ0)

· r0 · r1
= r0 ·r1

Finally, we can show that the resulting reserve ratio following the price mini-
mization swap is indeed P(τ1)/P(τ0), thereby minimizing the minted token price
(see proof of Lemma 4).

r0 + w0
0(τ0, τ1, Γ)

r1 − w0
1(τ0, τ1, Γ)

=

√
P(τ1)
P(τ0)

· r0 · r1
r0·r1√

P(τ1)
P(τ0)

·r0·r1

=

P(τ1)
P(τ0)

· r0 · r1
r0 · r1

=
P(τ1)

P(τ0)

Case: d = 1 Follows similarly and is omitted for brevity. ut

Theorem 2. With respect to the MEV game in (Γ,X):

1. If X is empty, the solution is the final layer constructed for (Γ, []) in §4.1.
2. Otherwise, if X = [T] + X′ , let (σ, λ) be the inner layer constructed for

(Γ, [T]), let M[σ] | Γ λ−−→ M[ ] | Γ ′, and let (σ′, λ′) be the solution for (Γ ′,X′).
Then, the solution to (Γ,X) is (σ + σ′, λλ′).

Proof. We restate the user gain (6) from the execution of a game solution fol-
lowing Lemma 4.

GA(M[σ] | A[σA ] | Γ, λ)

=
∑
τ∈T0

σ′A(τ) · P(τ)− σA(τ) · P(τ) +
∑
τ∈T1

σ′A(τ) · Pmin
Γ (τ)− σA(τ) · PΓ(τ)

Here, the prices are either of atomic (PΓ(τ)), or minted tokens (PΓ(τ) and
Pmin
Γ (τ)), all determined in the initial state Γ. Thus, the exploitation of indi-

vidual user actions by the miner is decided on the action’s effect the user token
balance only.

We prove Theorem 2 by showing that the ”inner layer” for each user action
type are optimal when constructed in any order from the submitted user actions
in X.

Swap-inner-layer Firsty, we show that the swap front-run by the miner will al-
ways minimize the amount of tokens received by the user. Let T = A : swap0(v0 :
τ0, v1 : τ1) where dA = 0 and

M[ ] | Γ SFX (τ0,τ0,Γ,T)−−−−−−−−−−→ M[ ] | Γ ′ T−→ M[ ] | Γ ′′
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If the execution of user swap T results in the minimal received output amount
v1 for A, then for resτ0,τ1(Γ) = (r0, r1), resτ0,τ1(Γ ′) = (r′0, r

′
1) and resτ0,τ1(Γ ′′) =

(r′0 + v0, r
′
1 − v1) the reserve product invariant must hold by definition of [Swap].

(r′0 + v0) · (r′1 − v1) = r′0 · r′1 = r0 · r1

Solving for r′0, we can rewrite as:

(r′0 + v0) · ( r0·r1r′0
− v1) = r0 · r1

r0 · r1 − v0 · r′0 + v0·r0·r1
r′0

− v0 · v1 = r0 · r1
v1 · r′0

2
+ v0 · v1 · r′0 − v0 · r0 · r1 = 0

The determinant to the quadratic equation is

D = v20 · v21 + 4 · v0 · v1 · r0 · r1

Thus we can solve for positive reserves r′0, r
′
1 in state Γ ′ expressed in terms of

the swap parameters (v0, v1) and reserves r0, r1 in initial state Γ, which coincide
with definitions of the swap front-run reserves for dA = 0 (the case dA = 1 is
omitted for brevity).

r′0 =
−v0 · v1 +

√
v20 · v21 + 4 · v0 · v1 · r0 · r1

2 · v1
r′1 =

r0 · r1
r′0

If (r0, r1) = (r′0, r
′
1), then clearly no swap front-run is required. Otherwise, the

direction of the swap front-run depends on the value of r′0, r
′
1. For r′0 > r0 and

r′1 < r0, the swap-front run direction dM = 0 is implied. For r′0 > r0 and r′1 < r0,
dM = 1. The swap front-run values (7) follow from the difference between initial
and swap front-run reserves.

Since the swap front-run always enables the user swap such that the the
minimum output amount is returned, this implies that the effect on the user
token balance when executing the solution (6) is solely determined by user swap
parameters (v0, v1): it is not affected by its position in the full solution, enabling
the greedy construction of the swap-inner-layer in Theorem 2.

The optimality of the swap-inner-layer can be easily shown: For our assumed
user swap direction dA = 0, if −v0 · P(τ0) + v1 · P(τ1) < 0 holds, then the
contribution to the user gain (6) must be negative, and furthermore, since by
definition of [Swap], v1 is the minimum amount the user can receive, the swap-
inner-layer must be optimal.

If −v0 · P(τ0) + v1 · P(τ1) ≥ 0, then the swap-inner-layer will be (0, ε), since
there the user swap can never reduce the user gain in any game solution. We
omit the case dA = 1 for brevity.

Deposit-inner-layer The optimality of the deposit-inner-layer follows from
Section 4.2.

Redeem-inner-layer The optimality of the redeem-inner-layer (0, ε) follows
from Section 4.2. ut
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