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Abstract. Recommender system research has oftentimes focused on ap-
proaches that operate on large-scale datasets containing millions of user
interactions. However, many small businesses struggle to apply state-of-
the-art models due to their very limited availability of data. We propose
a graph-based recommender model which utilizes heterogeneous inter-
actions between users and content of different types and is able to op-
erate well on small-scale datasets. A genetic algorithm is used to find
optimal weights that represent the strength of the relationship between
users and content. Experiments on two real-world datasets (which we
make available to the research community) show promising results (up
to 7% improvement), in comparison with other state-of-the-art methods
for low-data environments. These improvements are statistically signifi-
cant and consistent across different data samples.

Keywords: Personalized Page Rank - Genetic Algorithm - Collabora-
tive Filtering.

1 Introduction

With the advent of the internet, huge amounts of data have become available.
This allows to design and develop novel Recommender Systems (RSs) based on
complex Machine Learning (ML) and Deep Learning (DL) approaches, often
characterized as data-hungry approaches. Many recent recommender models be-
long to this category, so a recommender dataset of size 100K might already be
considered small . Moreover, when using such datasets, a pre-processing step
is often applied to remove all users with less than a certain number of interac-
tions, e.g., 5, because several models are not able to learn with only few data
points per user [14][24][28][42].

In the era of big data, Small and Medium Enterprises (SMEs) struggle to find
their way, given that they might not have access to such a huge amount of data.

* The first and second author contributed equally.
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However, SMEs are fundamental actors in the global economy, as they represent
about 90% of businesses and more than 50% of employment worldwide [11]. In
these cases, RSs able to cope with low data scenarios are necessary [13].

In ML and DL, small data problems are notoriously hard and are usually
solved with a number of well-studied techniques [29]: (1) data augmentation,
where synthetic samples are generated from the training set [27,/44,51]; (2)
transfer learning, where models learn from a related task and transfer the knowl-
edge [25/50]; (3) self supervision, where models learns from pseudo or weak la-
bels [37,49]; (4) few-shot learning, i.e., (meta-)learning from many related tasks
with the aim of improving the performance on the problem of interest [35]/39./40];
(5) exploiting prior knowledge manually encoded, for example external side in-
formation and Knowledge Graphs (KGs) [3,/47]. However, except for hand-coded
knowledge, the above approaches still require a considerable amount of initial
data or access to a different, but similar domain, where plenty of data is available.
On the other side, knowledge bases are application dependent, require access to
expert knowledge, and are not always available.

In this paper, we contribute a novel recommender approach able to operate
in small data scenarios: our model does not require large volumes of initial data
and is not application dependent. We use a heterogeneous graph, where vertices
denote entities, e.g., users and different types of content, and edges represent
interactions between users and content, e.g., a user posting a message on a social
media. Then we use Personalized PageRank (PPR) to recommend items. Note
that, edges represent any interaction with users and content, not only interaction
with recommendable items. We assign weights to edges in the graph, which
represent the strength of the relationship between users and content. In previous
work within RSs [26,52,[53], such weights are usually pre-defined depending on
the application. We do not make any assumption on the values of such weights
and optimize them with a genetic algorithm [17]. To the best of our knowledge,
heuristic algorithms have never been applied to learn edge weights in the context
of RSs. Our approach is evaluated on two real-world use cases: (1) an emergent
educational social network, where there are few user interactions due to the
initial stage of the platform, but a large number of items; (2) an insurance
e-commerce platform, where there are many users but few user interactions,
because users do not interact often with insurance products, and few items by
nature of the insurance domain. Experimental results are promising, showing up
to a 7% improvement over state-of-the-art baselines.

2 Related Work

Recommendation with small data has been tackled heuristically, i.e., by rec-
ommending items based on a set of specific rules |18]. Such rules have to be
designed for each use case, making these models application dependent. Hybrid
RSs have also been proposed for small data, for instance by merging Content
Based (CB) and association rules [19[20]. Note that the datasets in [19]20] are
not publicly available. Item-to-item recommendation is addressed in |36] with a



Graph-based RS for Sparse and Heterogeneous User Interactions 3

CF approach as a counterfactual problem, where a small collection of explicit
user preferences is used to improve propensity estimation. We cannot use this
in our work because: (1) our task is not item-to-item recommendations; (2) we
do not have access to explicit user preferences; (3) a large dataset (MovieLens
25M [15]) is still needed to estimate propensity (the small annotated dataset is
only used to debias the propensity estimate). In [38], a hybrid user-based model
combines CF, rule-based recommendation, and the top popular recommender
with domain-specific and contextual information in the area of a small online
educational community. The dataset is not publicly available and the approach
is domain-dependent, hence not applicable to our work. Finally, conversion rate
prediction for small-scale recommendation is used in [32], with an ensemble of
deep neural networks that are trained and evaluated on a non-public dataset
of millions of users, impressions, and clicks. Our small data scenario does not
include enough data to train this ensemble model.

Solutions for cold start cases (where users or items have few or no inter-
actions) are hybrid combinations of CF, CB, demographic and contextual in-
formation [5/12}33], or ML methods such as data augmentation [51], transfer
learning [2,/50], etc. (see §1). Data augmentation is used in [27], where a CF
model creates synthetic user ratings and is then combined with a CB model. We
cannot use this in our task because we do not have explicit ratings (we use any
user interaction as implicit feedback). In [49], self-supervision and data augmen-
tation are combined on the user-item graph, and in [37], self-supervision on the
user-item graph is enhanced with features extracted from user reviews. Few shot
learning and meta-learning have also been used. In [35], a neural recommender
is trained over head items with frequent interactions, and this meta-knowledge
is transferred to learn prototypes for long-tail items. In [39)], recommendations
for cold users are generated with a meta-learner that accounts for interest drift
and geographical preferences. In [3], knowledge bases (KG) are used to enrich
feature representations, and in [47] a neural attention mechanism learns the high
order relation in the user-item graph and the KG.

All above approaches [2,[3]35]/37,[39,/47./49,50L51] are evaluated on popular
publicly available datasets, e.g., MovieLens [15], Yelp, Amazon, CiteULike [43],
Weeplaces, etc. These datasets are much larger than those in our case (see Ta-
blesand and allow using self-supervision, few-shot learning, attention mech-
anisms, and other neural models that we cannot use due to the extremely low
amount of data. Transfer learning and domain adaptation require large amounts
of training data from a similar task or a related domain, which are not (publicly)
available for our use cases.

Lastly, graph-based RSs can be robust as they enable information to propa-
gate through vertices, unlike matrix completion which is affected by data spar-
sity [45]. This motivates recent approaches using GNN [34.37,46,4951]. However,
these are not applicable to small data problems because there are not enough
samples to train GNN models. PathRank [26] uses a heterogeneous user-item
graph with additional vertices that are attributes of items, e.g., movie genre,
director, etc. Recommendations are generated with a random walk similar to
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PPR, but constraints are used to ensure that the random walks follow certain
predefined paths. These are application dependent. In [54], the user-item graph
is extended with item attributes, and meta-paths are defined to determine how
two entities in the graph (vertices of different types) are connected (this encodes
entity similarity). A preference diffusion score is defined for specific meta-paths,
based on user implicit feedback and co-occurrences of entities, and used to rec-
ommend items. Unlike [26154], we build the heterogeneous graph from all user
interactions, not only interactions with items. We also do not include item at-
tributes in the graph and we do not use predefined paths or meta-paths. We
assume any possible path and optimize edge weights with a genetic algorithm.

Injected Preference Fusion (IPF) [52] extends PPR with a session-based tem-
poral graph (STG) that includes both long- and short-term user preferences.
STG is a bipartite graph where users, items, and sessions are vertices. Non-
negative weights are associated with edges, which control the balance between
long- and short-term preferences. Multi-Layer Context Graph (MLCG) [53] is a
three-layer graph, where each layer represents a different type of context: (1) user
context, e.g., gender and age; (2) item context, e.g., similarity between items;
and (3) decision context, e.g., location and time. Different weights are associated
with intra- and inter-layer edges, defined as functions of vertice co-occurrence.
Unlike [52}/53], (1) we represent in the graph all user interactions (not only those
with recommendable items); (2) we do not consider temporal, contextual, or
demographic features, which may not be available; (3) we do not use predefined
weights, but we optimize them with a genetic algorithm.

3 Approach

Usually, graph-based recommendation consists of 2 steps: (1) building the graph
structure (§3.1), and (2) recommending items (§3.2). We introduce an interme-
diate step between (1) and (2), where we optimize weights associated to different

edge types (

3.1 Heterogeneous graph representation of user interactions

Let us consider a set of users who interact with content of various types, for
example posts and comments in social networks or items and services in an
online store. We represent users and content (vertices), and their relationships
(edges) with a heterogeneous graph [41]. Vertices belong to different types, e.g.,
users, items, posts, etc. Edges have different types depending on the action that
they represent, e.g., the edge with the type “like” can connect a user with a
post. Moreover, edges have a direction because some actions are not symmetric,
e.g., a user can follow another user, but not be followed by the same user. Note
that all types of user interactions are included in the graph, i.e., also interactions
with objects that are not recommendable items, for example, a user creating a
post or reporting a claim.
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Fig. 1: Example of the heterogeneous graph in a social network.

A heterogeneous graph, or heterogeneous information network, is a type of
directed graph G = (V,€, A, R), where vertices and edges represent different
types of entities and relationships among them. Each vertex v € V and edge
e € & is associated to its type through a mapping function 7: V — A and
¢: & — R respectively. A is the set of vertex types, or tags, e.g., users or various
type of content. R is the set of edge types, e.g., a user liking a post.

We denote edges as e = (i,7), where ¢ and j € V and ¢ # j. Edge types
are mapped to positive weights representing the strength of the relationship
between two vertices. Formally, given an edge (i, j), we define a weight function
W:R — R* such that W(é((4,7))) = w;,j, with the constraint that w; ; > 0
( explains how to compute optimal weights w; ;).

Since G is a directed graph, ¢((i, 7)) # ¢((J, 1)), i.e., R contains distinct types
for ingoing and outgoing edges. Therefore, each user interaction is represented
as two weighted edgesEL w; ; from the user to another vertex and w;; from that
vertex to the user vertex, e.g., a user liking a post and a post being liked by a user.
The weights for those outgoing and ingoing edges might differ. Edges can also
exist between two content vertices when two entities are related (for example a
comment that was created under a post). In case of multiple interactions between
2 vertices, e.g., a user can both create a post and like it, we define a different
type of edge, i.e., a new value in R, which represents the two actions. The weight
of such edge corresponds to the sum of the weights of each individual type, e.g.,
the creation and liking of a post. In practice, this happens only for a few actions
and does not affect the size of R significantly.

Figure [1] illustrates an example of a heterogeneous graph in an educational
social network, where user 1 follows course 1 (note that course means university

3 Except for non-symmetric actions, e.g., following a user.
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course in an educational setting), user 2 follows course 2, and user 1 and 3 follow
user 2. Furthermore, user 2 has created post 1, user 1 has created comment 1
under post 1 and user 3 has liked comment 1.

3.2 Generating recommendations using random walks

Given a user, the recommendation task consists in ranking vertices from the
heterogeneous graph. To do this, we use PPR [31]. Starting at a source vertex
s, the PPR value of a target vertex, t, is defined as the probability that an «-
discounted random walk from vertex s terminates at . An a-discounted random
walk represents a random walker that, at each step, either terminates at the
current vertex with probability a, or moves to a random out-neighbor with
probability 1 — .. Formally, let G be a graph of n vertices, let O(i) denote the
set of end vertices of the outgoing edges of vertex i, and let the edge (i,j) be
weighted by w;; > 0. The steady-state distribution of an a-discounted random
walk in G, starting from vertex s, is defined as follows:

Wi,

m=(1- Ot)PTﬂ' +ae; where P =(p;;)ijev = =""—
s Zkeou) Wi,k

gjeouy (1)

a € (0,1), P is the transition matrix, es is a one-hot vector of length n
with es(s) = 1, and 1 is the indicator function, equal to one when j € O(i).
Equation is a linear system that can be solved using the power-iteration
method [31].

Solving Equation (1)) returns a 7 for each user containing the PPR values (i.e.,
the ranks) of all the content vertices with respect to that user. A recommendation
list is then generated by either ordering the content vertices by their ranks and
selecting the top-k, or by selecting the most similar neighbors by their ranks, then
ordering the content by the neighbors’ interaction frequency with the content.
We implement both methods (see §4.3).

3.3 Optimizing edge weights using genetic algorithm

Next, we explain how to compute the weight function W, which assigns the
optimal weights for outgoing and ingoing edges of each interaction type. In our
data (which is presented in , the number of interaction types was 11 and
9, which required to optimize respectively 22 and 18 parameters (see Table [3)).
With such a large search space, using grid search and similar methods would
be very inefficient. Instead, we use a heuristic algorithm to find the optimal
weights. Heuristic methods can be used to solve optimization problems that are
not well suited for standard optimization algorithms, for instance, if the objective
function is discontinuous or non-differentiable. In particular, we use a genetic
algorithm [17] as our optimization algorithm, as it is a widely known and used
algorithm, which is relatively straightforward to get started with and has been
shown to serve as a strong baseline in many use cases [30]. The algorithm in [17]
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consists of 5 components, which in our case are specified as follows: 1. Initial
population: A population consisting of a set of gene vectors is initialized. In
our case, each gene vector is a vector of weights with size |R|, and each gene is
uniformly initialized from a predefined range. 2. Fitness function: Each of the
initialized gene vectors is evaluated. In our case, recommendations are generated
with PPR as described in where the graph is weighted by the genes. The
fitness function can be any evaluation measure that evaluates the quality of
the ranked list of recommendations, e.g., normalized Discounted Cumulative
Gain (nDCG), Mean Average Precision (MAP), etc. 3. Selection: Based on
the fitness score, the best gene vectors are selected to be parents for the next
population. 4. Crossover: Pairs of parents are mated with a uniform crossover
type, i.e., offspring vectors are created where each gene in the vector is selected
uniformly at random from one of the two mating parents. 5. Mutation: Each
gene in an offspring vector has a probability of being mutated, meaning that the
value is modified by a small fraction. This is to maintain diversity and prevent
local optima. Finally, new offspring vectors are added to the population, and
step 2 to 5 are repeated until the best solution converges.

4 Experiments

Next we describe the experimental evaluation: the use cases and datasets in
§4.1} training and evaluation in §1.2} baselines and hyperparameters in §4.3} and
results in The code is publicly availableﬁ

4.1 Use Cases and Datasets

To evaluate our model, we need a dataset that satisfies the following criteria: (1)
interaction scarcity; (2) different types of actions which might not be directly
associated with items. To the best of our knowledge, most publicly available
datasets include only clicks and/or purchases or ratings, so they do not satisfy
the second criterion. We use two real-world datasets described next. The educa-
tional social network dataset was collected from a social platform for students
between March 17, 2020 to April 6, 2022. We make this dataset public availabl
The users can, among others, follow courses from different universities, create
and rate learning resources, and create, comment and like posts. The content
vertices are: courses, universities, resources, posts, and comments and the goal is
to recommend courses. The platform is maintained by a SME in the very early
stage of growth and the dataset from it contains 5088 interactions, made by 878
different users with 1605 different content objects resulting in a data sparsity of
0.996. Dataset statistics are reported in Table

The second dataset is an insurance dataset [7] collected from an insurance
vendor between October 1, 2018 to September 30, 202@ The content vertices

4 https://github.com/simonebbruun/genetically_optimized_graph RS
® https://github.com/carmignanivittorio/ai_denmark_data
5 https://github.com/simonebbruun/cross-sessions RS
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Table 1: Dataset statistics: educational social network.

Type of Follow Post Comment Source Join Universit
interaction| Course | User | Create | Like | Create| Like | Create | Rate v y
Trainin, 1578
& (28.12%)| 842 92 339 116 96 75 113 1400
Validation] 15 |(15%)|(1.64%)|(6.04%)|(2.07%)| (1.71%)| (1.34%) (2.01%)| ~ (24.95%)
(7.39%)
546
Test 1 g 73%)

Table 2: Dataset statistics: insurance dataset.

Type of Purchase items E-commerce |Personal account |Claims reporting| Information
interaction Items |Services| Items | Services | Items |Services| Items [Services
Trainin, 4853
& (13.65%) 6897 1775 287 17050 154 6 1129 2118
Validation 601 (19.4%)(4.99%) |(0.81%)|(47.96%)(0.43%)| (0.02%) |(3.18%)|(5.96%)
(1.69%)
680
Test (1.91%)

are items and services within a specified section of the insurance website being
either e-commerce, claims reporting, information or personal account. Items are
insurance products (e.g., car insurance) and additional coverages of insurance
products (e.g., roadside assistance). Services can, among others, be specification
of “employment” (required if you have an accident insurance), and information
about “the insurance process when moving home”. User interactions are pur-
chases and clicks on the insurance website. The goal is to recommend items.
The dataset contains 432249 interactions, made by 53569 different users with 55
different item and service objects resulting in a data sparsity of 0.853. Dataset
statistics are reported in Table

4.2 Evaluation Procedure

We split the datasets into training and test set as follows. As test set for the
educational social network dataset, we use the last course interaction (leave-one-
out) for each user who has more than one course interaction. The remaining is
used as training set. All interactions occurring after the left-out course inter-
action in the test set are removed to prevent data leakage. As test set for the
insurance dataset, we use the latest 10% of purchase events (can be one or more
purchases made by the same user). The remaining interactions (occurring before
the purchases in the test set) are used as training set.

For each user in the test set, the RS generates a ranked list of content vertices
to be recommended. For the educational social network dataset, courses that
the user already follows are filtered out from the ranked list. For the insurance
dataset, it is only possible for a user to buy an additional coverage if the user
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has the corresponding base insurance product, therefore we filter out additional
coverages if this is not the case, as per [1].

As evaluation measures, we use Hit Rate (HR) and Mean Reciprocal Rank
(MRR). Since in most cases, we only have one true content object for each
user in the test set (leave-one-out), MRR corresponds to MAP and is somehow
proportional to nDCG (they differ in the discount factor). For the educational
social network, we use standard cutoffs, i.e., 5 and 10. For the insurance dataset,
we use a cutoff of 3 because the total number of items is 16, therefore with higher
cut-offs all measures will reach high values, which will not inform on the actual
quality of the RSs.

4.3 Baselines, Implementation, and Hyperparameters

The focus of this work is to improve the quality of recommendations on small
data problems, such as the educational social network dataset. Therefore, we
consider both simple collaborative filtering baselines that are robust on small
datasets as well as state-of-the-art neural baselines: Most Popular recommends
the content with most interactions across users; UB-KNN is a user-based nearest
neighbor model that computes similarities between users, then ranks the content
by the interaction frequency of the top-k neighbors. Similarity is defined as the
cosine similarity between the binarized vectors of user interactions; SVD is a
latent factor model that factorizes the matrix of user interactions by singular
value decomposition [8]; NeuMF factorizes the matrix of user interactions and
replaces the user-item inner product with a neural architecture [16]; NGCF rep-
resents user interactions in a bipartite graph and uses a graph neural network
to learn user and item embeddings [48]; Uniform Graph is a graph-based model
that ranks the vertices using PPR [31] with all edge weights equal to 1; User
Study Graph is the same as uniform, but the weights are based on a recent user
study conducted on the same educational social network [6]. Users assigned 2
scores to each action type: the effort required to perform the action, and the
value that the performed action brings to the user. We normalized the scores
and used effort scores for outgoing edges and value scores for ingoing edges. The
exact values are in our source code. A similar user study is not available for the
insurance domain.

All implementation is in Python 3.9. Hyperparameters are tuned on a valida-
tion set, created from the training set in the same way as the test set (see §4.2)).
For the educational social network, optimal hyperparameters are the following:
damping factor a = 0.3; PPR best predictions are obtained by ranking vertices;
30 latent factors for SVD; and number of neighbors & = 60 for UB-KNN. Opti-
mal hyperparametrs in the insurance dataset are: damping factor a = 0.4; PPR
best predictions are obtained by ranking user vertices and select the closest 90
users; 10 latent factors for SVD; and number of neighbors k = 80 for UB-KNN.

The genetic algorithm is implemented with PyGAD 2.16.3 with MRR as fit-
ness function and the following parameters: initial population: 10; gene range:
[0.01, 2], parents mating: 4; genes to mutate: 10%; mutation range: [—0.3,0.3].
We optimize the edge weights using the training set to build the graph and the
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Table 3: Optimized interaction weights averaged over five runs of the genetic
algorithm.

(a) Educational social network dataset. (b) Insurance dataset.
Trained for Course follows Trained for Purchase items
Direction of edge |Out In Direction of edge Out In
User follows user |0.95| 0.86 Purchase items 0.24 1.05
User follows course |0.73| 1.88 E-commerce items 0.64 1.49
User creates post |1.11 1.09 E-commerce services [1.21 1.18
User creates resource [1.27| 0.55 Personal account items [1.06 0.36
User creates comment|0.91| 1.03 Personal account services|0.92 0.66
User likes post 1.27| 0.61 Claims reporting items [0.93|  0.58
User likes comment |0.42] 0.99 Claims reporting services|0.90 1.32
User rates resource |0.77| 0.84 Information items 1.60 0.79
Comment under post [0.91] 1.17 Information services |0.64 0.51
User joins university |0.28| 1.06

validation set to evaluate the fitness function. The optimal weights are reported
in Table [3] In order to provide stability of the optimal weights, we report the
average weights obtained by five runs of the genetic algorithm.

4.4 Results

Table [ reports experimental results. On both datasets, UB-KNN outperforms
SVD and NeuMF, and the best-performing baseline is the uniform graph-based
model on the educational social network dataset and the NGCF model on the in-
surance dataset. This corroborates previous findings, showing that graph-based
RSs are more robust than matrix factorization when data is sparse [45] and
neural models need a considerable amount of data to perform well. Graph-based
methods account for indirect connectivity among content vertices and users, thus
outperforming also UB-KNN, which defines similar users on subsets of commonly
interacted items. Our genetically optimized graph-based model outperforms all
baseline models on the educational social network dataset and obtains competing
results with the NGCF model on the insurance dataset, showing that the genetic
algorithm can successfully find the best weights, which results in improved ef-
fectiveness. In order to account for randomness of the genetic algorithm, we run
the optimization of weights five times and report the mean and standard devia-
tion of the results in Table[dl The standard deviation is lowest on the insurance
dataset, but even on the very small educational dataset, the standard deviation
is relatively low, so for different initializations, the algorithm tends to converge
toward similar results. Moreover, we tried a version of our model where we let the
graph be an undirected graph, meaning that for each edge type the weight for the
ingoing and the outgoing edge is the same. The results show that the directed
graph outperforms its undirected version. For the educational social network,
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Table 4: Performance results (fmean/std). All results marked with * are signif-
icantly different with a confidence level of 0.05 from the genetically optimized
graph (ANOVA |[22] is used for MRR@k and McNemar’s test [9] is used for
HR@Xk). The best results are in bold.

Dataset Educational social network Insurance
Measure MRR@5/MRR@10| HR@5 | HR@10 MRR@3| HR@3
Most Popular 0.0797* | 0.0901* [0.1978* | 0.2729* | 0.4982* | 0.6791*
SVD 0.3639* | 0.3767* | 0.5275% | 0.6209* | 0.5787* | 0.7399*
NeuMF 0.3956* | 0.4110* | 0.5604* | 0.6740* | 0.5937* | 0.7448*
UB-KNN 0.4304* | 0.4456* | 0.6172* | 0.7271* | 0.6238* | 0.7569*
NGCF 0.4471 | 0.4592 |0.6245*% | 0.7143* | 0.6517 |0.8043*
Uniform Graph 0.4600 | 0.4735 |0.6300* | 0.7289* | 0.6263* | 0.7730*

User Study Graph 0.4162* | 0.4330* | 0.5952* | 0.7179* - -
Genetically Undirected Graph| 0.4809 | 0.4957 | 0.6410 | 0.7509 | 0.6339 |0.7760*
Genetically 0.4907/| 0.5045/ |0.6505/|0.7520/| 0.6435/ | 0.7875/
Directed Graph' 0.0039 | 0.0037 | 0.0052 | 0.0055 | 0.0029 | 0.0044

weights based on the user study result in worse performance, even lower than
UB-KNN. Overall, scores are higher on the insurance data. This might happen
because: (1) data from the educational social network is sparser than insurance
data (see §4.1)); (2) the insurance data has a considerably larger training set; (3)
there are fewer items to recommend in the insurance domain (16 vs. 388).

Figure 2] shows MRR at varying cutoffs k. We have similar results for HR,
which are omitted due to space limitations. It appears that the results are
consistent for varying thresholds. Only on the insurance dataset, we see that
the UB-KNN is slightly better than the uniform graph-based model for smaller
thresholds.

Inspecting the optimal weights in Table [3, we see that for the educational
social network all the interaction types associated with courses (following course,
creating resource, creating comment, creating and liking posts) are highly weighted.
This is reasonable since courses are the recommended items. Moreover, a higher
weight is assigned when a user follows a user compared to when a user is fol-
lowed by a user. This reasonably suggests that users are interested in courses
attended by the users they follow, rather than the courses of their followers. For
the insurance dataset, we observe that the greatest weights are given when a user
clicks on items in the information and personal account section, when items are
purchased by a user, and when items and services are clicked in the e-commerce
section, which are all closely related to the process of purchasing items.

We further evaluate the performance of our models, when trained on smaller
samples of the insurance dataset. We randomly sample 10%, 256% and 50% from
the training data, which is then split into training and validation set as described
in In order to account for randomness of the genetic algorithm, we sample
5 times for each sample size and report the mean and standard deviation of the
results. We evaluate the models on the original test set for comparable results.
The results are presented in Table [5| While the genetically optimized graph-
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Fig. 2: MRR@k for varying choices of the cutoff threshold k.

Table 5: Results on smaller samples of the insurance dataset. The notation is as
in Table 4]

P f
. ercentage o 10% 25% 50% 100%
insurance dataset

Measure MRR@3| HR@3 |[MRR@3| HR@3 |MRR@3| HR@3 |[MRR@3| HRQ3
Most popular | 0.5003* | 0.6856* | 0.4981* | 0.6789* | 0.5003* | 0.6856* | 0.4982* | 0.6791*

SVD 0.5785* | 0.7336* | 0.5794* | 0.7395* | 0.5758* | 0.7379* | 0.5787* | 0.7399*
NeuMF 0.5792* | 0.7326* | 0.5759* | 0.7291* | 0.5849* | 0.7466* | 0.5937 | 0.7448
UB-KNN 0.6183 | 0.7661* | 0.6180* | 0.7494* | 0.6243 | 0.7524* | 0.6238* | 0.7569*
NGCF 0.5937* | 0.7199* | 0.6030* | 0.7405* | 0.6397 | 0.7894 | 0.6517 |0.8043*

Uniform Graph | 0.6196 | 0.7687* | 0.6206* | 0.7687* | 0.6253 | 0.7746 |0.6263* | 0.7730*
Genetically % %
Undirected Graph 0.6238 | 0.7672* | 0.6224 |0.7601* | 0.6286 | 0.7741 | 0.6339 | 0.7760
Genetically  |0.6267/]0.7784/[0.6353/]0.7845/]0.6397/(0.7903 /[ 0.6435/ | 0.7875/
Directed Graph! | 0.0052 | 0.0084 | 0.0039 | 0.0073 | 0.0045 | 0.0071 | 0.0029 | 0.0044

based model only partially outperforms the NGCF model on large sample sizes
(50% and 100%) it outperforms all the baselines on small sample sizes (10% and
25%). This shows that our genetically optimized model is more robust for small
data problems than a neural graph-based model. In addition, it is still able to
compete with the neural graph-based model when larger datasets are available.

In Figure |3| we inspect how the outgoing edge weights evolve when optimized
on different sizes of the insurance dataset. We have similar results for the ingoing
edge weights, which are omitted due to space limitation. It appears that the
optimized weights only change a little when more data is added to the training
set, and the relative importance of the interaction types remains stable across the
different sizes of the dataset. Only the interaction type “information services*
has large variations across the different dataset sizes, and in general, the biggest
development of the weights happens when the dataset is increased from 10% to
25%. It shows that once the genetic algorithm has found the optimal weights in
offline mode, the weights can be held fixed while the RS is deployed online, and
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Fig. 3: Plot of how the outgoing edge weights evolve for different sizes of the
insurance dataset.

the weights only need to be retrained (offline) once in a while, reducing the need
for a fast optimization algorithm.

5 Conclusions and Future Work

We have introduced a novel recommender approach able to cope with very low
data scenarios. This is a highly relevant problem for SMEs that might not have
access to large amounts of data. We use a heterogeneous graph with users, con-
tent and their interactions to generate recommendations. We assign different
weights to edges depending on the interaction type and use a genetic algorithm
to find the optimal weights. Experimental results on two different use cases show
that our model outperforms state-of-the-art baselines for two real-world small
data scenarios. We make our code and datasets publicly available.

As future work we will consider possible extensions of the graph structure, for
example, we can include contextual and demographic information as additional
layers, similarly to what is done in [53]. Moreover, we can account for the tem-
poral dimension, by encoding the recency of the actions in the edge weight, as
done in [52]. We will further experiment with the more recent particle swarm [21]
and ant colony optimization algorithms [10] instead of the genetic algorithm to
find the optimal weights. Finally, we will investigate how to incorporate the edge
weights into an explainability model, so that we can provide explanations to end
users in principled ways as done in [4].
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